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contained in this user manual is accurate, up-to-date and reliable, EVS Broadcast
Equipment cannot be held responsible for inaccuracies or errors that may appear in this
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Improvement Requests

Your comments will help us improve the quality of the user documentation. Do not
hesitate to send improvement requests, or report any error or inaccuracy on this user
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Regional Contacts

The address and phone number of the EVS headquarters are usually mentioned in the
Help > About menu in the user interface.
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of this user manual (for manuals on hardware products) or at the following page on the
EVS website: http://www.evs.com/contacts.

User Manuals on EVS Website

The latest version of the user manual, if any, and other user manuals on EVS products
can be found on the EVS download center, on the following webpage:
http://www.evs.com/downloadcenter.
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What's New?

In the XNetWebMonitorTechnical Reference manual, the icon has been added on

the left margin to highlight information on new and updated features.

The changes linked to new features in version 1.02 are listed below:

New fields and modified fields in the Status tab in the Server Details area
» See section "Status Tab" on page 17.

New field in the Hardware tab

» See section "Hardware Tab" on page 26.

The user manual has been restructured and reviewed since the last published version
(version 1.01).

The following change is not related to a new feature:
New section on network settings

» Seesection "Network Settings" on page 5.

What's New?
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1.

1.1.

1.2.

Introduction

Product Overview

XNetMonitor is a tool aimed at monitoring EVS products. It displays real time information
and status about the EVS video servers and other EVS products, as well as past alert and
warning messages.

XNetMonitor uses the SNMP (Simple Network Management Protocol) protocol to request
and receive monitoring data from the EVS servers. This internal status data is defined in
the MIB (Management Information Base) on each EVS server.

One XNetMonitor application can monitor several EVS servers while one EVS server may
also be monitored by several XNetMonitorapplications.

XNetMonitor is mainly a monitoring application that cannot act on the monitored servers.
Some remote actions are however possible: Multicam version upgrade, keyword file
maintenance, as well as remote access to an EVS server desktop, or to an LSM Remote
Panel.

Installation

Requirement

» PC compatible computer
*  Supported OS: Windows XP, Windows Vista, Windows 2003 Server, Windows 7

* .Net framework 3.0 or higher installed

Recommendation

The SNMP information is available through the PC LAN connector of the server. The
XNetMonitor running computer should be connected to the same network, and not on any
of the Gigabit Ethernet ports of the servers. These ports are dedicated to high flow video
data and cannot be used for any other purpose.

Installation

XNetMonitor is delivered as a single executable file.

To install the program, run this installation file. During the installation, a warning will be
displayed if .Net framework is not installed on your computer. In this case, you should
manually install this.

If you need to install the .Net framework, double-click the DotNet 3.5 SP1 Install3.bat file,
which is delivered with the XNetMonitor executable file.

1. Introduction
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1.3.

During XNetMonitor installation, the only required parameter is the installation path for the
application. If you want to change the default one, enter the desired path.

Once the application is installed it can be executed immediately.

Upgrade and Downgrade

If an older version of XNetMonitor is already installed on your computer, it will be
automatically removed and replaced by the new one when you will install the new version
of XNetMonitor.

The XNetMonitor application must only be removed if you need to downgrade the
application. Removing the application can be done as usual, through Windows Control
Panel and Add or Remove Programs menu.

User Interface Overview

Introduction

When you access XNetMonitor, the main window is displayed. The schema below
highlights the various areas on the main window.

[ | (o[ i

XNET Status  Traffic DB Status  Loc. Glps  Rem. Capacity

=@
“1 @ TestServers (19)

o e 113., |120509 [Fuing | Valdbi._ |Vabd
g 22430120270 Funring Valid bl | Vald | 1 275548 19571
| .’D:c“] ] 117120270 Vaidti | Vabd

- Rult)

42610 |11.02.72

Stat Date: 27 Januay 2014 (D~ | Fer:  Not Acknowledged = [ Ack Mens)
EndDate: 27 Jenuay 2014 N
HostName Date Hent Message IP Address
17216.585 27/01/2014 14:44:20 | No response to ICMP poling 17216585 3
17216523 27/01/2014 144415 | No response 1o ICMP paling 17216523
ST02_MD4 27/01/2014 14:44:13 | No response to ICMP paling 172.16.52.4
17216585 27/01/2014 14:34:21 | No response to ICMP poling 17216585
17216523 27/01/2014 141920 | No response to ICMP paling 17216523
17216523 27/01/2014 13:19:15 | No response to ICMP poling 17216523
17216.523 27/01/2014 1224:18_| No responsa to ICMP poling 17216523
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Area Description

The table below describes the various parts of the XNetMonitor main window:

# Window area

Description

1.  Menu bar

2. Monitored Device tree

3.  Monitoring Data area

4. | Alert Information area

5. Disk Usage

6.  Status bar

Gives access to various functions.
See section "Menu Bar" on page 4.

It displays the monitored devices in a user-defined tree
architecture.

See section "Description of the Monitored Device Tree"
on page 5.

It can display different data depending on what is

selected in the Monitored Device Tree:

* Detailed information on the selected EVS server.
The areais then called the Server Details area.
See section "Overview on the Server Details Area"
on page 17

» Detailed information when another EVS hardware is
selected.

The areais then called the Device Details area.
See section "Device Details" on page 28.

*  Summary information on several devices when a
group of devices is selected.

The area is then called the Monitoring List area.
See section "Description of the Monitoring List" on
page 15

Area that allows users to display and acknowledge the
alerts.
See section "Managing Alerts" on page 31

Displays a pie chart with the totalized used and left disk
space for the selected devices(s).

Status information about the monitoring status.

1. Introduction
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1.4. Menu Bar

General Description

The menu bar gives access to various functions. You will find below a short description of
the menu items.

Area Description

The following table presents the items on the menu bar:

Menu Description

File menu Allows you to manage the EVS servers and other EVS devices
stored in the Monitor Device tree.
See section "Managing the Monitored Device Tree" on page 8

Tools menu Gives you access to the following configuration tools and
settings:
e "Customizing the Monitoring List" on page 8
*  "Organizing Monitored Devices" on page 6
* "SNMP and General Settings" on page 12
»  "Trap Configuration" on page 10
Gives you access as well as to the commands to manage
Multicam versions and keyword files on the EVS servers:
*  "Multicam Upgrades" on page 41
* "Uploading a Keyword File on an EVS Server" on page 46

Monitoring menu Allows you to start or stop the monitoring on the EVS servers
and devices displayed in the Monitored Device Tree.
See section "Start Monitoring" on page 14

Help menu Gives you access to the user manual and information about
the application.

4 1. Introduction
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2.

2.1.

2.2,

2.21.

Configuration

Network Settings

Introduction

Should you face issues to set up XNetMonitor in your network, and should a network
configuration be required, you will find the necessary network information in this section.

Description

Monitoring
*  Monitoring protocol :SNMP
»  Communication for the polling : TCP on port 161 (bidirectional)

*  Communication of the SNMP traps : UDP on port 162 (outbound out of the server
only)
Remote desktop and LSM Remote functions

+  TCP 50000 (bidirectional)
Config Web

*  Communicationin HTTP on port 80 (bidirectional)

Monitoring Configuration

Description of the Monitored Device Tree

Introduction

The Monitoring Devices Tree displays the devices monitored on the network. They are
listed in a tree architecture independent of the network architecture as shown on the
screenshot below. The Monitoring list is defined by the user.

= @ XNst (13)
= . Dizcovered Hosts |1 a3
E=F “THewADL (4]
EF =<THewPGE [7)
M EPSIDADTSE30
M 1.1.537100101)
M IFDATE41E0 (1)
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2.2.2.

XNet Node

The higher node is called XNet as it represents the EVS XNet proprietary network. Under
this first level node, you must add one or more groups. These groups are only virtual
groups used for easy organization and management of multiple servers.

Groups

The groups are defined by the user. The group definition is not tied to the network
architecture: this is only a virtual layout the user can organize freely. For easier
management, it is recommended to organize the groups based on physical localization of
the devices.

Hosts

The hosts are the monitored devices themselves. You can create them manually or
automatically as explained in See section "Organizing Monitored Devices" on page 6.

Status Summary

In the Monitored Device Tree, a colored bullet displayed next to the group or device
provides a summary of the device status, and has the following meaning:

» Ared bullet means that there is a warning and/or an error on a host.
» A green bullet means that everything is ok for that item.

The number between brackets next to an item indicates the number of pending SNMP
alert messages.

Organizing Monitored Devices

Introduction

To organize the monitored devices in the Monitoring List, you first have to create groups
under the XNet node. Then, you can add the monitored devices under the created groups,
either manually or automatically.

2. Configuration
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How to Add and Remove Groups

For an easy management, it is recommended to organize the groups based on physical
localization of servers.

To add a new group, proceed as follows:
1. Right-click on the XNet node and select Add group.
2. Enter arepresentative group name.

To remove a group, right-click on it and select Remove.

How to Add Devices Manually

To add individual devices manually, proceed as follows:
1. Right-click on a group and select Add host.

2. Enterthe device IP address in the Host Definition window.

Host Definition

IP Address: 11201

Once the devices are entered in the list manually, you can organize them in the different
groups by drag-and—drop operation.

How to Add Devices Automatically

1. Open the Tools menu and select Discover.

The Discover SNMP Agents window opens

Discover SNMP Agents

IP Stop: |172.16.255.255

|Ping 172.16.04 Stop

Dizcovery Results
Mo |F Address Mame Type

2. Configuration
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2.2.3.

2.2.4.

2. Inthis window, set the IP address range in which the program will look for available
devices.

3. Click the Start button to start the discovery process.

At the end of this process, the discovered devices will be listed in a new group called
Discovered Hosts.

Once the devices are entered through the discovery process, you can organize them in
the different groups by drag-and—drop operation.

Note
As this process is based on timeout for not used addresses, it may take some

time to parse a long list.

How to Remove a Device

You can only remove a device when the monitoring is not started.

To remove a host, right-click on it and select the Remove command.

Managing the Monitored Device Tree

From the File menu, commands make it possible to manage the device and server list
available in the Monitored Device Tree. This list is saved as an .xml file for future use
and/or for transfer to another monitoring computer. This allows easy sharing and
management synchronization of servers and hosts tree organization.

The following commands are available in the File menu.

Parameter Description

New To create a new virtual architecture from scratch.

Open To open an existing architecture saved as an xml file.

Save To save the currently open architecture xml file.

Save As To save the currently open architecture xml file as a new file.
Exit To close and exit XNetMonitor

Customizing the Monitoring List

Introduction

When you select XNet or a group in the Monitored Device Tree, the Monitoring Data pane
displays the Monitoring List, which provides summary data about the servers available
under XNet or under the selected group.

You can specify which information should be displayed in the Monitoring List and how it
should be displayed via the Select Columns window.

2. Configuration
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How to Customize the Data

To customize the summary monitoring data, proceed as follows:

1. Inthe Monitoring Data pane, select the Organize Columns command from the Tools

menu.

2. The Select Columns window opens:

* = Select Columns E@
Awvailable columns SelectedColumns
Clip Edit By Network IS Name |
Codec b SN
Comp. Bit Rate Mutticam Yersion
Contraller State
Default Gateway Genlock
Digk 0-A — Analog LTC
Disk 08 Dise
Disk 0-C PsU
Disk 0 XNET Status
Disk 0-E Traffic
Disk 1-A DB Status
Diigk 1-B Loc. Clips
Diisk 1-C Rem. Capacity
Disk 1-D
Disk 1-E
Disk 2-A )

3. Do one of the following actions:

o Toadd acolumn to the display, select it in the left Available columns list and
click on the Insert button.

o Toremove a column from the display, select it in the right Selected Columns list
and click on the Remove button.

o Tochange the columns order, select a column name in the right Selected
Columns list and move it up or down in the list using the Up and Down buttons
respectively.

4. Click on OK once the columns are organized as desired.

2. Configuration
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2.3.

2.3.1.

Trap Configuration

Description of the Trap Configuration
Window

Overview

You can access Trap Configuration window by selecting the Tools menu, and the Trap
Configuration command.

The Trap Configuration window displays the host tree (EVS servers or other EVS
hardware). For each host, the list of IP addresses of the computers registered to the host
toreceive its SNMP trap messages. Such a computer is called a trap target.

The trap targets can be computers that host the XNetMonitor application or a polling
service of XNetWebMonitor.

The Trap Configuration window contains the areas or buttons highlighted on the
screenshot below:

Trap Configuration

Trap Corfiguration

Host Name LocallP FAddiess 1 | IPAddress 2 | IPAddress 3 | IPAddiess 4 | IPAddress 5 IPAddress 6 | |PAddress 7 | IPAddress 8 | IPAddiess 9 | IPAddress 10
Iﬁm 101111 ! 014 1 1 101111198 r

Master)2 0K 0110 1036018 1011.11.80 1721615, 1036014 10.33.01 1036021 1031027 1031028 100111198

Masterl1 0K 011010 1036078 10011180 1721615, 1036014 10.33.00 1036021 1031027 103028 10711198

Nano T01 0K 036014 101111 1721615 1036078 1001110 1036021 10011010 103301 1011.11.80 10.31.0.28

ELM SE04 0K 011147 1036078 10011100 1721675, 1036014 10.33.00 1036021 1031027 103028 107111149

ELM MA03 0K 011147 1036078 10011100 1721675, 1036014 10.33.00 1036021 1031027 103028 107111149

ELM MA02 0K 011147 1036078 10011100 1721675, 1036014 10.33.00 1036021 1031027 103028 107111149

#8 oK 014 1036018 1001110 1721615, 1036014 10.33.01 1036021 1031028 1011111 109111154

Master2 036017 1011111 1036021 1036018 1011111 1036014 1011111 1721616 1011111 101111198

Serverll = 036017 1011111 1036021 1036018 1011111 1036014 1011111 1721616 1011111 101111198

master oK 0111141 1036018 1011110 1721615, 1036014 103301 1036021 1031027 1031028  1011.11.149

@SERVT oK 011.11.41 1036018 1011110 1721615, 1036014 103301 1036021 1031027 1031028  1011.11.149

server)3 0K 0111141 1036018 1001110 1721615, 1036014 10.33.01 1036021 1031027 1031.028 101111149

Masterd 0K 011.11.41 1036018 1011110 1721615, 1036014 10.33.01 1036021 1031027 1031.028 101111149 |

< >

IP Address: 10.11.11.149 hd [ Remove "
Add Local IP |
Idle
)
L

® ® O

Area Description

The table below describes the various parts of the Trap Configuration window:

10
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Part Name Description
1. Host tree List of the monitored devices to which XNetMonitor
applications can be registered.
2. LocallP column Trap status of the local IP address:

IP Addresses
columns

Add Local IP button

Remove button

Trap Registration
status bar

« Ifthe IP address is registered to receive the trap

messages, the cell will appear as - .

» Ifthe IP address is not registered to receive the

trap messages, the cell will appear as _

List of all IP addresses of computers (max. 10 per host)
registered as trap targets to the corresponding host.

Button that allows administrators to add the current
XNetMonitor I[P Address on the monitored server.

Button that allows administrators to remove, in one go,
a trap target from all hosts it is registered to.

This button is used in combination with the drop-down
list on the left hand side, which allows the selection of
the trap target to be removed.

The status field and progress bar at the bottom of the
window display the currently executed command and
its progress status.

2. Configuration
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2.4,

SNMP and General Settings

Introduction

In the Settings command in the Tools menu, you can set following parameters.

Click OK once the parameters are properly configured for your application.

. Settings

# Local Clip Threshold:
Rem. Cap. Threshold:
SHMP Palling Period:

SMHMP Time Out:

Enable Gigabit ICMP Polling:
ICMP Tirme Out:

Enable Server Reboot:
Enable SHMP Log:

Enable Server Explorer:
Enable L5 Remate:

Server Log Target Directory :

Temp. Unit:

EEX
[ ]
| %
I Sec
I i mSec
[ | e

E-E:-’;i:'"rlogram i:'i-les.ca;'é-é.roacica-si-élﬁui'ﬁ'mer{t-&ﬁe.t"h:'i.or-'ui-tor-\.lfjbwnfoaaéd Ilogs -i E

| Celsiug b |

Field Description

Parameter

Description

# Local Clip
Threshold

Rem. Cap.
Threshold

SNMP Polling
Period

SNMP Time Out

Enable Gigabit
ICMP Polling

When this number of clips is reached on a machine, a message
will be displayed to warn the user that a cleaning and purge will
soon be necessary on that server.

Same warning as the previous one but based on the server
remaining storage capacity.

Wait time between polling. A small period will guarantee fast
refreshing of data but will request high data flow on the network
while a long period will display less up-to-date data but will reduce
the load on the network.

Delay after which a host will be considered as not responding. An
alert message will be displayed in the event log if such an event
happens for a monitored host.

The automatic discovery process total duration depends on this
parameter.

Enables the pinging of the Servers GBE ports.

12
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Parameter

Description

ICMP Time Out

Enable Server
Reboot

Enable SNMP Log

Enable Server
Explorer

Enable LSM
Remote

Server Log Target
Directory

Temp. Unit

Time Out for the pinging of the Servers GBE ports

If this option is enabled, XNetMonitor will be able to initiate a
reboot of any monitored server through the Reboot command in
the contextual menu opened by right-clicking on a host in the
Monitored Device Tree.

If this option is enabled, XNetMonitor will keep a log file with all
SNMP messages.

Enables the Explore option from the Server Name contextual
menu in the Monitored Devices Tree. The Explore option opens a
ftp session on the server.

Enables the LSM Remote option from the Server Name
contextual menu in the Monitored Device Tree.

Path to the directory used to store the SNMP log files.

Unit in which the temperature is expressed.

2. Configuration
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3.

3.1.

Monitoring

Start Monitoring

Once servers and hosts have been added in the groups, the monitoring is started by
clicking on the Start command in the Monitoring menu.

To stop the monitoring once it is running, simply click on the Stop command in the same
Monitoring menu.

The monitoring status is available in the status bar at the bottom of the XNetMonitor
window.

T C——— | Sewer1235 25/04/2008

Polling 1.1.20.1 (host 1/3) *

» ’Polling not started’ means that the monitoring has not been started yet since the
application launch.

* ‘Polling’ followed by IP address means status data are presently read from the
selected host MIB.

+  ‘Waiting x/y sec’ indicates that the monitor is waiting for next polling process. It has
already been waiting for x seconds out of a total of y seconds (according to related
parameter setting).

* ‘Polling ended’ means that the monitoring has been stopped by the user. At monitoring
restart, hosts will be immediately polled and the waiting period will be reset.

Note
When you start up XNetMonitor, the monitoring is always stopped and must be
started manually using the Start command.

14
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3.2. Monitoring List

3.2.1. Description of the Monitoring List

Overview

The Monitoring List area shows the groups of EVS servers and other EVS hardware, their
status, and a set of parameters on each hardware.

The Monitoring List pane contains the areas highlighted on the screenshot below:

Q@ _Q O

SH Soft. Rev. Genlock  Analog LT

Discovered Hosts

24940 12.02.35 Rurning Walid bl...  Valid 0K 10 50
HTNewPGE 258120112.02.35 Rurning Walid bl.. | Valid QK10 50 oK
EPSI0ALTIES30

IFDA184130 Urk... | 20.20 Unknown

IPDATE4130 Unk... 1 23121.0 Rurning
IPDIA1E4130 Unk... ' 20.37.0 Rurning
IPDIATE4130 Unk... | 2.0.28.0 Rurning
IPDIA1E84130 100.. 640720 Rurning
< >

Area Description

The table below describes the various parts of Monitoring List area:

Part Name Description

1. Column heading Type of information available in the given column.
The columns available in the Monitoring List are selected
and ordered as defined in the section "Customizing the
Monitoring List" on page 8.

2. Group node Name of the device or server group as defined in the
Monitored Device Tree.

3. Server List Information on EVS servers and other EVS hardware
belonging to a group. For more details on the fields
available in this section, "Fields in the Monitoring List" on
page 16.

Clicking on a row corresponding to an EVS server or other
hardware will display the detailed information on this host
in the Server Details area.

3. Monitoring 15
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Fields in the Monitoring List

The list of fields described in the table below is not exhaustive. It includes the fields
available in the default display:

Name Description

Name It indicates the name of the EVS server.
The name displayed is assigned in the following order of priority,
based on whether a value is assigned or not: facility name, net
name or IP address.
A color circle in front of the EVS server indicates its status:
e green: no active alert present for the server
* red: at least an active alert present for the given server
« gray: XNet Web cannot retrieve information with the SNMP

protocol.

SN It specifies the server's unique serial number.

Soft Rev. It specifies the server software revision.

State It indicates the functional status of the EVS server or other EVS
hardware.
The possible statuses are 'Running', 'Initializing', 'In
Maintenance' or 'Halted'.

Genlock It indicates the presence or absence of Genlock
synchronization signal, and its type.

Analog LTC It indicates the status of LTC (Longitudinal Time Code)
analogue signal.

Disk It indicates the disk connection status, and the number of spare
disks.

PSU It specifies the status of the power supply units.

XNet Status It indicates the status of the SDTI network connection.

Traffic It indicates the network traffic status.

DB Status It indicates the status of the server database.

Loc Clips It specifies the number of clips stored on the server.

Rem. Capacity

It indicates the remaining recording capacity on the EVS server
in hours, and percentage.

3. Monitoring
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3.3.

3.3.1.

3.3.2.

Server Details

Overview on the Server Details Area

The Server Details area is located on the right hand side of the Monitored Device List.

When you select an EVS server in the Monitored Device List, the Server Details area
provides detailed information on the selected server.

This information is organized in four tabs, which are themselves organized in different
group boxes:

Tab Name Included field groups

Status General information, data about A/V, network, controllers, Gige
connections, and channels

Storage Information on disk capacity, array definition, disk numbers, and disk
models

Hardware List of the boards fitted on the EVS server

Codes List of Codes installed on the EVS server

MIB Browser  View on the MIB (Management Information Base)

When you select another EVS hardware in the Monitored Device List, the Device Details
area provides data on the selected hardware, its drives and communication interfaces.
See section "Device Details" on page 28 for more information.

Status Tab

Overview

In the Status tab, the main parameters are organized in several group boxes as shown on
the following figure.

3. Monitoring
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Status |Sto|T-.|ge I Hardware I Codes I Mib Bmwser|

General Audio-Video Controller . Protocal
Type: XT[3]6U AV Channels: [4in 4out Baudio Port ControllerProtocol Connection State
Facility Name: Video Std: 1080 PAL EVSRemote Connected
Base Corfig: MulticamLSM Codec Corfig: Intra+Lo-Res R5427 #2 EVSRemote Connected
Senial Number: 113640 On Air Codec: DVCPRO HD
Version: 12.05.09 Intra Codec: DVCPRO HD -
State: Fomma— mBiRate  [(00Wbps  [TS4R# SoryBVWT5 Defined
PSL: [0K  LongGOP Codec: [Wotapplicable | Ehemet #50106 LinX Defined
Genlock: Valid blackburst LongGOP Bit Rate: [Not applicable Ethemet #50107 LinX Defined
LTC: Valid Lo-Res Codec: Mipeg
Local Clips: [1] Lo-Res Bit Rate: 5 Mbps
Met Clips: i}
Rem. Capacity: W Metwork
Clip Capacity: Global SOT: Off
Loop Recording:  [On Net # - Name: 4-5T02_M04 Gigabit Connections Settings
Up Time: [Zdays, 22404237 Nt.at T)?e (Ca): Mot Applicable{Server) LANPC Gbe Port1 Gbe Port?
Date Time [2016-1009 21:32:41 Clip Edit by network: | No U U _
SmePCtaTC:  [Vos et Ststus:  [Sandalone ° ’
Period: W Traffic: W IP Address 1721652 4 17219524 17221524
PC free disk space: W Clip Dft Copy Move: ,GIgEi Subnet Mask 255.255.0.0 255.255.00 255.255.00
DB Status: Ok GigE Open Conn:  [0/26 Def. Gateway 172.16.01 172.15.01 172.21.01
Rec Train Expiration: 991 days 07:22:47 Phys. Interface Mot Applicable Unknown Unknown
Channels
Channel Status Corfig Rem.Capacity LTC User TC st Cid 2nd Ctd Parallel Cird QsD ol
Recording Rec (25%) 05:15:41 2016-10:08 21:3... |2016-10-1001:5... |EVSRemote Primary
CAMB Recording Rec (25%) 05:15:41 2016-10:08 21:3... |2016-10-1001:5... |EVSRemote Primary
CAMC Recording Rec (25%) 05:15:41 2016-10:08 21:3... |2016-10-1001:5... |EVSRemote Primary
CAMD Recording Rec (25%) 05:15:41 2016-10:09 21:3... |2016-10-1001:5... |EVSRemote Primary 2
PGM 1 Live Flay 2016-10:08 21:3... |2016-10-1001:5... |EVSRemote Primary
PGM 2 Live Flay 2016-10:08 21:3... |2016-10-1001:5... |EVSRemote Primary
PGM 3 Live Flay 2016-10:08 21:3... |2016-10-1001:5... |EVSRemote Primary
- PGM 4 Live Plav 2016-10:09 21:3... 12016-10-10 01:5... [EVSRemote Primane S
The different group boxes and their parameters are detailed hereafter.
Note
If Multicam is not active and running on the selected server, most of the
parameter fields will be left blank.
General Area
The table below describes the fields available in the General area:
Parameter Description
Type Itindicates the server type: XT3, XT2, XS, ...
Facility Name It specifies the name given to the product by the user.
Base Config. It indicates the base configuration used to start the server.
Serial Number It specifies the server's unique serial number.
Version It specifies the server software revision.
State It indicates the functional status of the EVS server or other
EVS hardware.
The possible statuses are 'Running’, 'Initializing', 'In
Maintenance' or 'Halted'.
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Parameter Description

PSU It specifies the status of the power supply units.

Genlock It indicates the presence or absence of Genlock
synchronization signal, and its type.

LTC Itindicates the status of LTC (Longitudinal Time Code)
analogue signal.

Local Clips It specifies the number of clips stored on the server.

Net Clips It specifies the total number of clips stored on the whole SDTI

Rem. Capacity

Clip Capacity

Loop Recording
Up Time
Date Time

Sync PCto TC

Sync Period

PC Free Disk Space

DB Status

Rec. Train Expiration

network.

It indicates the remaining recording capacity on the EVS server
in hours, and percentage.

It specifies the clip capacity as defined on the server: Global or
Per Channel.

It specifies the loop recording mode as defined on the server.
It indicates the elapsed time since the last boot.
It indicates the MTPC date and time.

It synchronizes the internal TC to the timecode read on the LTC
input of the server and clears the TC discontinuities detected
on the LTC input of the system.

It indicates the period at which the Sync PC to TC is applied.

It indicates the available space on the MTPC disk in
megabytes (MB) or gigabytes (GB).

It indicates the status of the server database.

Time lapse by which the field counter for the record trains has
to be manually reinitialized on the EVS server.

Failing a reinitialization, the record train will not longer be
recorded. Warning messages are issued in Multicam.

Audio-Video Area
The table below describes the fields available in the Audio-Video area:
Parameter Description
AV Channels It specifies the configuration defined for video and audio
channels:
* number of IN and OUT video channels
* number of audio embedded mono channels per video
channel
Video Std It specifies the video standard used on the server ports.
Codec Config It specifies the codec essence(s) active on the EVS server.
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Parameter Description

On Air Codec It specifies the codec in which the video is played out on the
EVS server.

Intra Codec It specifies the Intra codec in which the video is stored on the

Intra Bitrate

LongGOP Codec

LongGOP Bitrate

Lo-Res Codec

Lo-Res Bitrate

EVS server.

It specifies the bitrate of compressed video data for the Intra
codec.

It specifies the LongGOP codec in which the video is stored on
the EVS server.

It specifies the bitrate of compressed video data for the
LongGOP codec.

It specifies the Lo-Res codec in which the video is stored on
the EVS server.

It specifies the bitrate of compressed video data for the Lo-Res
codec.

Network Area

The table below describes the fields available in the Network area:

Parameter Description

SDTI Itindicates the SDTI (Serial Data Transport Interface) network
type.

Net # - Name It indicates the server identification number and name on the
SDTI network.

Net Type (Cfg) It indicates the server type on the SDTI network.

Clip Edit by network

XNet Status
Traffic
Clip Dft Copy Move

GigE Open Conn

The possible values are:

e Master
e Server
e Client

* Not Applicable (SDTI not present or set to off).

It specifies whether a clip can be edited through the network or
not.

It indicates the status of the SDTI network connection.
It indicates the network traffic status.

It specifies the preferred network (SDTI or GigE) for copy/move
actions on clips.

It indicates the number of open GigE connections on a given
port.
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Controller / Protocol Area

The table below describes the fields available in the Controller / Protocol area:

Parameter

Description

Port
Controller\Protocol

Connection State

It specifies the port used by the server controller.
It specifies the controller or protocol used on that port.

It specifies the connection status of the control port.

Gigabit Connection Settings Area

The table below describes the fields available in the Gigabit Connection Settings area:

Parameter Description

Status It indicates the status of the Gigabit connection.
IP Address It specifies the IP address of the interface port.
IP Mask It specifies the IP mask of the interface port.

Def. Gateway
Phys. Interface

It specifies the default gateway used by the interface port.

It specifies on which hardware the gigabit port is located.

Channels Area

The table below describes the fields available in the Channels area:

Parameter

Description

Channel

Status

Config

Rem. Capacity
LTC
User TC

It specifies the name of the record channel (CAM) or play
(PGM) channel.

It indicates the status of the channel:

+ CAM: Recording, Rec Idle

* PGM: Ready, Playing, Live, Idle

If a channel has no audio or video, it will be displayed in red with
one of the following indication:

* ('A)when the audio is missing

* ('V)when the video is missing

*  ('AV)when the audio and video are missing

It specifies the configuration of the channel as record or play
channel.

It indicates the remaining capacity for each recorder channel.
It gives the LTC timecode of the channel.

It gives the User timecode of the channel.

3. Monitoring
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Parameter Description

1st Ctrl It specifies the primary controller defined for the selected
channel.
Possible values are: EVS Remote, EVS XTNano Remote,
AVSP, IPDP

2nd Ctrl It specifies the secondary controller defined for the channel, if
any.

Parallel Ctrl It specifies the controller used in parallel mode.

OSD It specifies which controller (main or secondary) will manage

the OSD display characters in parallel mode.

3.3.3. Storage Tab

Overview

The Storage tab differs according to the type of disks used: SAS or SCSI.

SAS Disks
| Status | Storage | Harduware | Codes | Mib rower|
General Arays
Remairing Capacity: | 279:43:04 [995%] Storage type: Sas PSU | Fans Thermal
Mominal Capacity: 275143 RAID type: [4+1) |
|ExT3
RAID EXT2 |
1 (2 [3 |4 (5 (6 (7 [& [9 [0 (11 [12 (13 (14 [15 (16 || |[e%11 |0k |ok (oK
[lr: rs |re w0 [ [0k
Dizk status

[exr2]
EXT1|R2 B2 |R2 |RZ |R3 |R3 R3 |R3 |R3 |R4 R4 |R4 |R4 |R4 |sp |sp |sp |sp |sp (3P |sPp |sp |sp |3
INT1 |[R1 |R1 Rl R1 Rl R2

Dizk temperature

ExT2 |
[ext1]2r |21 |21 |20 |20 |20 |20 |20 [20 [19 |20 |20 |20 [19 |20 |20 |20 [19 |20 |20 |20 |20 |19 |19
INTT 37 23 27 24 2 @

Disk Details...
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SCSI Disks

| Status | Storage | Hardwre | Codes | i Browser
General Arrays
FRemaining Capacily: | 37:47.31 [39%] Storage type: ParallelSesi PSU | Fans Thermal

Nominal Capacity: 37.51.07 RAID type: [1#+1) INTT By |/ Ok

RAID
e
Dizk. status

0A | 0B |0C| 0D | GE 14 1B | 1C 1D | 1€ |24 | 2B 2C| 2D | 2€
elr R R Rt (R ' [T | [T |

Disk temperature
04 0B OC 0D OE 14 1B 1C 1D 1E 24 2B 2C 2D 2E
(VIR 38 30 |23 32 |25

Dizk Details...

General Area

The table below describes the fields available in the General area:

Parameter Description

Rem. Capacity It specifies the remaining capacity of the storage expressed as
a video duration (hours, minutes and seconds) as well as a
percentage.

Nom. Capacity It specifies the total capacity of the storage expressed as a
video duration (hours, minutes and seconds).

Storage Type It specifies the type of disks: SCSI (ParallelSCSI) or SAS.

Raid Type It specifies the type of RAID:

* 4+1: four disks and a parity disk, with a spare disk for SAS
disks / without spare for SCSI disks

» 5+1:five disks and a parity disk, without a spare disk for
SAS disks
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Arrays Area

The table below describes the fields available in the Arrays area:

Parameter Description

PSU It specifies the status of the PSU on the given array.
See section "PSU HDX" on page 37 for examples of values for
this field in case of SAS-HDX array. The values are the same
for other arrays types.

Fans It gives the state of the fans on the given array.
See section "Fan HDX" on page 37 for examples of values for
this field in case of SAS-HDX array. The values are the same
for other arrays types.

Thermal It gives the temperature status on the given array.
See section "Disk Thermal" on page 38 for field values.

Raid Area

This area gives indication on the number of RAIDs defined in the server and their
respective identification (R1,...)

Parameter Description

Raid ID It specifies the RAID storage system identification

Disk Overview Tab

Disk Status Area

This area gives indication on the localization of each RAID and on the spare disks in the
arrays:

The xx sign (red) identifies faulty disks, that should directly be replaced, especially when
you work without spare disks.

The ?7? sign (red) identifies disks other than EVS disks.

The sp sign (green) identifies the spare disks.

Drigk. ztatus
& 0B oC oD OE 1A 1B 1L 1D 1E 24 2B | 2C 2D 2E

I'ARN A1 (R1 A1 =2 R

Disk Temperature Area

This area provides the internal temperature of each disk.

24
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Disk Details Button

The Disk Details button gives access to the Disk Information window:

\F Disk Information

1D State Cap [GE) Temp(C*) | Model Rew. Level SN 25
m Ok 279 35 FUITSU Mt 3300MC 0104 DADOPTADTWNT
0 Ok 279 a7 FUJITSU M 3300MC 0104 DADOP7ANT WS
0C Ok 273 39 FUJITSU Maw3300MC 0104 DADOPTADTWSE
oD Ok 273 7 FUJITSU Maw3300MC 0104 DADDPTADTWRA
0E Ok 279 32 FUITSL Madw3300MC 0104 DADOPTADTWS?
14 Ok 279 7 FUJITSU WA 3300MC 0104 DADOPZADTWDH
18 Ok 279 40 FUITSU Mt 3300MC 0104 DADOPTADTWSA
1€ Ok 279 4 FUJITSU M 3300MC 0104 DADOPTA0TWPA
1D Ok 273 39 FUJITSU Maw3300MC 0104 DADOPTADTWPS
1€ Ok 273 33 FUJITSU Maw3300MC 0104 DADOPTADTWTA
24 Ok 279 37 FUITSL Madw3300MC 0104 DADOPZADTWSC
28 Ok 279 40 FUJITSU WA 3300MC 0104 DADOPTADTWT 2
2C Ok 279 42 FUITSU Mt 3300MC 0104 DADOPTADTWSP 2

Parameter Description

ID Disk identification

State Disk status: OK, not present, spare, ...

Cap Disk capacity in Gigabytes

Temp Disk internal temperature in the unit defined in the general
display settings

Model Disk manufacturer and model

Rev. Level Disk revision Level

SN Disk serial number
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3.3.4. Hardware Tab

Overview

The Hardware tab lists the available modules and boards installed in the server along with
their respective version or revision number and their configuration when relevant.

Boards

Name Wersion
HCTX CPU Board |d={x27, Revision=0x33, Jumpers...
COHX Base Board #0 |D={C2, IDE=[d3
COHX Base Board #1 |D={C2, IDE={xdD
COHX Base Board #2 |D={C2, IDE={xdD
CH#0 ([COHX) HW 0z e03 Feat:laDlc3
CH#1 (COHX) HW:Ix0a/ 003 Feat:laDlc3
CH#2Z ([COHX) HW: la/ 002 Feat:laDlc3
CH#3 [COHX) HW 0z e02 Feat:laDlc3
CH#4 [COHX) HW 0z, 002 Feat:lxDlc3
CH#S ([COHX) HW: la/ 002 Feat:laDlc3
ACODEC |d=[k65, |de=Mke0A, |da2=(e0A
HCTX GBE Rew=HCTX_GBE A4 1
General

Name

Board Area

Parameter Description

Name Name of the board or module

Version Revision of the board or module, and additional parameters

General Area

Parameter Description

Physical Memory RAM of the EVS server
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3.3.5. Codes Tab

The Codes tab lists the license codes activated on the server along with their description.

Status | Storage | Hardware || Codes | Mib Browser

Mumber Description

Authorize S0 configurations

Autharize HD configurations
Authorize video configuration changes
Avid DM«HD[R] Codec

Apple ProRes 422 Codec

Prowy Codec

DWEPRO HD Codec

DWEPRD 50 Codec

—lmmﬂmu‘lhwl
=

tipeq Codec
1 Ik Codec
12 Mpeg2lntra Codec
13 AW Clrtra Codec
14 *DCAM HD 50
20 L5k Hypermotion
21 1080p Dual-Link
22 1080p 2G

3.3.6. MIB Browser Tab

The MIB Browser tab allows to view the MIB (Management Information Base) and
provides a description of the parameters that can be polled. This tab is dedicated to
maintenance operations.

| Statuz || Storage | .Hardware- il Codesl Mib Broviser !

[ Module Marme

{0DLUCT-MIB

EV5-SERVER-MIB
EV5-=5SERVER-EXFR-MIB
EV5-<SERVER-MIB
SHMPY2-CONF
SHMPY2SHMI
SHMPYZTC

= & evsPrdtMIB2) ~
= @ evsPrditd| BM otifications(0] ]
“[1] evsPrdtStateChangel1)
= @ evsPrdiGeneral[1]
=@ evsPreltT able{1]
= evsPrdtEntry(1)
i {3 evePrdtindex(1]
g evsPratType(2)
g evsPratDesci3)
g evsPratSerialMumber4]
L evsPratSoftversion(3)
[ g evsPrdtState()
2 evsPrdtAgent(2)
2] evsPrtgentyersion1)
2] evsProtdaTrapClients(2)
~[2] evsPratTrapClisntMextindesPosition[3)
= '(—9 evsPrdtT rapClientCigT able(4)

2™ evsPrdtTrapClhientCfaE ntri1]
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3.4.

Introduction

Device Details

If a hardware other than an EVS server is selected in the Monitored Device List, the

Device Details area on the right displays detailed SNMP information.

This information is organized the following tabs, which are themselves organized in

different group boxes:

Tab Name

Included field groups

Status

drives, and the communication interfaces

MIB Browser

View on the MIB (Management Information Base)

Applications installed on the hardware, data on the computer, the

Status Tab

In the Status tab, the main parameters are organized in several group boxes as shown on

the following figure.

Status | Mib Browser

Ews Products

Type Yersion
212830

®TAccess 113380

Carmputer

Mame: ®FF3130

CPU Uzage: 0% 0%

Phwsical Memory:

483 /397 ME [49 %]

Up Time; 21:49:17.04

Date Time: 2010-06-02 19:49:25
Interfaces

Description Status | MTLI Speed
IntellR] MR =0 1000 Mbps
IntellR] PROA00... | Up 1500 1000 Mbps
IntellR] PROAO0.. | Up 1500 | 1000 Mbps

State

Custan Mame

Running

KTT(F]
KTTIE)
Spstem [C)

Fhys Address
0 celdalef?
01517766bd2
01517Efe981

store [R)

ko

Total Size Free Space

195 GB 140 GE

465.8 GB 28.1GH

4E5.8 GB 4444 GB

19.5GE E7GB
IP &ddress Het Mazk MIC IM MIC OUT
0.0.00 no.oo 126
1281.22 255.255.255.0 | 2,801,693 £3.825
1.1.5312 265.255.00 | 20,783,936 20,697,299
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The different group boxes and their parameters are detailed hereafter.

EVS Products

Parameter Description

Type EVS application name.

Version Server software revision.

State Server state: running, in maintenance, faulty, halted, unknown.

Custom Name | Name given to the product from the MIB.

Computer
Parameter Description
Name Name of the computer.
CPU Usage Percentage of use of central processing unit (CPU).
Physical Memory Computer data storage used from the total amount.
Up Time Elapsed time since the last boot.
Date Time MTPC date and time.

Drives

This area lists the hard disks drives from the computer.

Parameter Description

Name Name of the computer.

Total Size Total size (GB) of the drive.

Free Space Free space (GB) still available on the drive.
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3.5.

Interfaces
Parameter Description
Description | Generic description of the communication interface.
Status Up or Down
MTU Maximum Transmission Unit: size (in bytes) of the largest protocol data
unit that the layer can pass onwards.
Speed Data transfer rate in Megabits per second.
Phys. Memory address that is electronically (in the form of binary number)
Address presented on the computer address bus circuitry in order to enable the data
bus to access a particular storage cell of main memory.
IP Address ' Internet Protocol address of the communication interface.
Net Mask | Prefix bit mask expressed in quad-dotted decimal representation. For
example, 255.255.255.0 is the subnet mask for the 192.168.1.0/24 prefix.
NIC IN Number of octets getting through the network (input)
NIC OUT | Number of octets getting through the network (output)

MIB Browser Tab

See section "MIB Browser Tab" on page 27 for an overview of the MIB Browser tab.

Extracting SNMP Information

To extract SNMP information relative to an EVS server, proceed as follows:

1. Right-click on the serverin the Monitored Device Tree.

2. Select Extract SNMP Information from the contextual menu.

The extraction starts and once it is done, the SNMP Information Extraction window
displays the .html file name and its storing folder and path:

SNMP information extraction

SMMP information successfully extracted For XT_ADL. Available under C:\Program Files\EVS Broadcast Equipmentixiet Monitor\Downloaded
lagsi22100-2, htrnl
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3.6.

3.6.1.

Alert Messages

Managing Alerts

Alert Messages Display

The SNMP Messages pane displays the SNMP alert messages sent by the host or
groups of hosts selected in the Monitored Device Tree. These messages are displayed
until they are acknowledged by the user.

StartDate: | Monday . Apil  27.2009 ¥ | Fier |Not Acknowledged v| [ Aok aenss) |
End Date: | Monday . May 04,2009 Vl

Hozt Mame Date Alert meszage ] P Addrezs
BA/2009121432 . Disk alert: state of digk Disk 0-D is Disconnected 1.1.20.22
Server 2 54,2009 121412 ... Analog LTC MotDetected 1.1.20.22
Server 2 4/29/2009 34650 ...  Analog LTC MotDetected 1.1.20.22
Server 2 472842009 11:32:28...  Status: not running 1.1.20.22
Server 2 42742009 10:36:57...  Analog LTC MNotDetected 1.1.20.22

Use the calendar of the Start Date and End Date drop-down fields to restrict the
displayed alerts list to the selected.

Use the Filter drop-down menu to select the alerts to be displayed:
» All: All alerts that occurred during the selected period are displayed.
» Acknowledged: Only alerts that have already been acknowledged are displayed.

* Not Acknowledged: Only alerts that do not have been acknowledged yet are
displayed.

Alert Messages Acknowledgement

The alert acknowledgment function helps you to easily remove alert messages from the
displayed list once they have been visualized and/or taken care of.

Use the Ack Alert(s) button to acknowledge the selected alerts. These alerts are kept in
the log file, but are not displayed anymore (depending on the display filter configuration).
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3.6.2.

List of Possible Alerts

Introduction

The section describes the fields for which an alert can be generated and the associated
default message(s) (normal status) and alert/error messages.

Working Principle

When an error is generated for a field, it is displayed in the Monitoring window:

« as an alertin the Alert pane if the given field is not selected in the Alert Configuration
window.

The alert must be acknowledged by an administrator user to be removed from the list
of active alerts. It is then sent to the list of acknowledge alerts.

* as an error message in the Server Details pane, and possibly in the Monitoring List
pane (if the related field is displayed).

When the SNMP information is sent back and when the situation is back to normal or
when the alert is acknowledged, the field status is updated accordingly, and the error
is replaced by the normal status.

Polling Status

It specifies the status of the polling service.
Itindicates:
» whether the polling service is running correctly

» when the polling service last sent a query to the server (time interval in hh:mm:ss from
current time)

Possible Values

Status
Type

OK (00:03:00) The polling service is working correctly, and the SNMP Info
data was last sent 3 minutes ago.

Message Explanation

No response to An ICMP (Internet Control Message Protocol) timeout Error
IMCP polling was generated: the information was not sent in the
requested time interval.

No response to An SNMP timeout was generated: the information was not = Error
SNMP polling  sentin the requested time interval.
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State

It indicates the functional status of the EVS server or other EVS hardware.

The possible statuses are 'Running’, 'Initializing', 'In Maintenance' or 'Halted'.

Possible Values

. Status
Message Explanation Type
Running The EVS server is running a given configuration. Info
Not Running The EVS server
Initializing The EVS server is initializing (in the boot sequence). Error
Maintenance The EVS server is in the Multicam Setup window, hence it Error
is not running a given configuration yet.
Halted The EVS server is turned off. Error
PSU
It specifies the status of the power supply units.
Possible Values
. Status
Message Explanation Type
OK (1) Only one PSU is installed on the server and is working  Info
fine
OK (2) Two PSUs are installed and are working fine Info
1PSU 1 The first PSU is down. Error
1PSU 2 The second PSU is down. Error
GigE1/2 Status

It specifies the operational status of the first (GigE 1) or second (GigE 2) Gigabit Ethernet
interface connector.

Possible Values

Message Explanation Status Type
Up The GigE interface is running well. Info

Down The GigE interface is not working. Error

Not present No GigE card is installed. Error
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Controller

It specifies the connection status of a given controller enabled on an EVS server.

Depending on the pane where the message is displayed, it is displayed in slightly different
ways.

Possible Values

Message Explanation Status Type
OK All defined controllers are connected, which means | Info (in
up and running. Monitoring List)
Connected The corresponding controller is up and running. Info (in Server
Details)
Defined The corresponding controller is defined in the Info (in Server
configuration but is not used Details)
Disconnected The corresponding defined controller is Error (in Server
disconnected, or the external communication has Details)
been lost.
DD35 The given controller(s) is/are disconnected on the Error (in
disconnected EVS server. Monitoring List
VDCP, AVSP or Alerts)

disconnected

Genlock

It indicates the presence or absence of Genlock synchronization signal, and its type.

Possible Values

Message Explanation Status Type
OK Blackburst A valid Blackburst signal is present. Info

OK Tri-level A valid Tri-level signal is present. Info

Bad Blackburst Bad Blackburst signal, or Error

no Blackburst signal

Bad Tri-level Bad Tri-level signal, or Error
no Tri-level signal

Analog LTC

It indicates the status of LTC (Longitudinal Time Code) analogue signal.
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Possible Values

Message  Explanation Status Type
OK A valid LTC signal is present on the EVS server. Info
Missing No LTC signal is detected on the EVS server. Error
Corrupted AbadLTC oranLTC drift is detected on the EVS server. Error

Local Clips

It specifies the number of clips stored on the server.

The alert generation depends on the threshold defined for the Local Clips field in the
Monitoring settings defined in the Tools > Settings menu. The default threshold is 4000.

Possible Values

. Status
Message Explanation Type
3500 When the number of clips is displayed in black, it means the number  Info

of clips on the EVS server does not exceed the threshold defined for
the maximum number of local clips.

4200 When the number of clips is displayed in red and bold characters, it = Error
means the number of clips on the EVS server exceeds the threshold
defined for the maximum number of local clips.

DB Status

It indicates the status of the server database.

Possible Values

Message Explanation Status Type

OK The DB is OK. Info

Corrupted The DB is corrupted. Error
XNet Status

It indicates the status of the SDTI network connection.
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Possible Values

Message Explanation _?;apt:s
Connected The EVS server is connected to the network. Info
Connecting The EVS server's connection to the network is in Info
progress.
Stand alone The system does not have the XNet license, or the Info
required hardware, or the SDTI network is disabled.
Not Connected The EVS server is not connected to the network. Error
Disconnected The EVS server is in a disconnection phase. Error
Connection fault The EVS server cannot connect to the XNet network = Error
due to an incompatibility error.
Traffic
It indicates the network traffic status.
Possible Values
Message Explanation ?}t:::s
Normal The traffic on the SDTI network is properly managed. Info
Heavy The SDTI network makes full use of the available capacity. Warning
(orange)
Corrupted The SDTI network is overloaded, has lost at least one Error

command from a controller, and is desynchronized.

Rem. Capacity

It indicates the remaining recording capacity on the EVS server in hours, and percentage.

The alert generation depends on the threshold defined for the Remaining Capacity field in
the Monitoring settings defined in the Tools > Settings menu. The default threshold is
5%.
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Possible Values

. Status
Message Explanation e
48:01:53 (97%) The parameter is in a valid state (black font) when  Info
the Remaining Capacity threshold is not
exceeded.
01:03:32 (2%) The parameter is in a warning state (orange font) Warning
when the Remaining Capacity threshold is
exceeded.
00:00:00 (0%) The parameter is in an error state (red font) when Error
the Remaining Capacity is null.
PSU HDX
It specifies the status of the power supply units of the external SAS disk array.
Possible Values
. Status
Message Explanation T
OK (1) Only one PSU is installed on the SAS-HDX disk array and is Info
working fine
OK (2) Two PSUs are installed on the SAS-HDX disk array and Info
working fine.
/ No external storage system is installed. Info
1PSU1  Thefirst PSU of the SAS-HDX disk array is down. Error
1PSU2 The second PSU of the SAS-HDX disk array is down. Error
Fan HDX
It specifies the state of the fans on the external SAS disk array.
Possible Values
Message Explanation Status Type
OK The fans is/are operating. Info
/ No external fans are installed Info
!Fan1 The fan 1 is faulty. Error
! Fan 1,2 The fans 1 and 2 are faulty.
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Disk Thermal

It specifies the temperature on the internal and external disks.

Possible Values

. Status

Message Explanation e

OK All temperatures measured on disks are OK. Info
INT 1: Rising The temperature of disk 1 on the internal disk Warning
(orange) array is rising (between 50 and 55°C).
EXT 2-3 : Rising The temperature of disk 3 of the second external = Warning
(orange) disk array is rising (between 50 and 55°C).
INT 1-2 : Overheating = The temperature of disk 2 of the first internal disk = Error
(red) storage board exceeds 55°C.

RAID

It specifies the status of the raids.

Possible Values

. Status

Message Explanation e
OK The raid system is working fine. Info
R1: Rebuilt | The system is rebuilding raid 1 of the raid matrix. The X Warning

X% (orange) represent the percentage processed of the rebuild operation.

In the Server Details pane, Storage tab, the raid has an orange

background in the RAID area.

R1: The raid 1 of the raid matrix has lost a disk and cannot afford
Degraded any new disk failure without loosing the full storage.
(red) In the Server Details pane, Storage tab, the raid has ared

background in the RAID area.

Error

Raid R/W Retry

It specifies the number of renewed attempts of read and/or write operations on disks of the

raids.

As soon as at least a read or write operation had to retried, this generates a warning.
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Possible Values

Message Explanation Status Type

Or / Ow 0 renewed read attempt, 0 renewed write attempt Info

Or / 1w (orange) 0 renewed read attempt, 1 renewed write attempt Warning

Raid R/W Error

It specifies the number of errors in read and/or write operations on disks of the raids.

As soon as at least a read or write operation failed, this generates an error.

Possible Values

Message Explanation Status Type
Or / Ow 0 read error, O write error Info

Or / 1w (red) 0 read error, 1 write error Error
Disk

It indicates the disk connection status, and the number of spare disks.

Possible Values

Message Explanation Status Type

OK (1 sp) All disks are connected and accepted by the RAID Info (in Alerts
matrix, and 1 spare disk is available. and Monitoring
List)

1 xx (6 sp) All disks are connected and accepted by the RAID Error (in Alerts
matrix, but one disk is faulty, and 6 spare disks are and Monitoring

available. List)

OK The given disk is working fine. Info (in Server
Details)

Spare The given disk is a spare disk. Info (in Server
Details)

Disconnected The given disk is out of the RAID matrix. Error (in Server
Details)

Not Present  No disks are connected in the bay. Error (in Server
Details)

PC Free Disk Space

It indicates the available space on the MTPC disk in megabytes (MB) or gigabytes (GB).
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3.7.

Possible Values

. Status

Message Explanation e
300 MB When the space available is more than the value defined in the Info

SNMP agent (100 MB), the label is in a normal state.
75 MB When the space available is less than the value defined in the Warning
(orange) SNMP agent (100 MB), the label is in a warning state. For PCs (no

MTPC card), this value is not displayed as a warning.
10 MB When the space available is less than 20MB, the label is in an Error
(red) error state. For PCs (no MTPC card), this value is not displayed

as awarning.

Disk Usage

The Disk Usage pane displays a summary of the total used and remaining disk space.
This total is computed for all disks available on the server or group of servers selected in
the Monitored Device Tree.

A color pie chart helps you to immediately visualize the disk usage of your system. More
precise figures are given over that pie chart, expressed as a used and remaining video
time in hours, minutes and seconds.

Uzed Capacity: 00:40:42
Fem. Capacity: 01:34:29
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4. Server Maintenance Tasks

4.1. Multicam Upgrades

4.1.1. Installing a Multicam Version

How to Install a Multicam Version on an EVS Video Server

Note

The Multicam installation zip file can be generated from the makezip.bat file or
from the XNet Install Zip.bat file available with all Multicam installation

packages.

To remotely update Multicam on one or several servers, proceed as follows:

1. Inthe Tools menu, select Server > Install Versions. The Installation window

appears:

* Installation

= ] ANt
=[] Control reom
Server 1.1.20.1 {version 10.01.28)
[ Server 1.2.3.4 {version 77)
[ Server 1.2.3.5 {version 77)

Version:

FEX

l

Close

2. Select the server(s) to update in the left pane of the Installation window.

As areminder, the currently installed Multicam version is displayed next to each

server.

3. Inthe Version field, browse your computer to select the new Multicam installation zip

file.

4. Click onthe Install button to start the installation process on all selected servers.

4. Server Maintenance Tasks
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5. Before the server upgrade starts, the installer checks the number of Multicam
versions installed on each server.

If more than 5 versions are installed on the EVS server, the following error message

appears. Otherwise, the upgrade process is automatically launched.

1.02.A- February 2014

The maximum number of installable versions has been reached {max 5). Remowe one or more versions on the server,

l Ok H Cancel l

If you get the above message, do the following:

a. Click OK. The Remove Installed Versions window appears.

b. Remove the requested versions as described in the section "Installing a Multicam

Version" on page 41 "'Installing a Multicam Version" on page 41', on page
"Installing a Multicam Version" on page 41.

The upgrade process is then launched. When the servers are upgraded, they are
restarted, but you still need to launch the requested application.

Removing a Multicam Version

How to Remove a Multicam Version from an EVS Server

To remove previously installed Multicam versions from an EVS server, proceed as
follows:

1. Inthe Tools menu, select Server > Remove Installed Versions.

The Remove Installed Versions window appears.

Remove Installed Versions

1.1.20.24 100173 100221 100175 100307 |

1.1.20.23 100160 100221 100175 100307

Remove selectzd versions Close

[ |

2. Select the version(s) you want to remove.
The selected versions are highlighted in black.
Click the Remove Selected Versions button.

4. Click Close.
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4.2. Remote Access to an EVS Server

4.2.1. Accessing Remotely a Server Desktop

To access remotely a server desktop, proceed as follows:

1. Right-click on a server name, and select Remote Desktop from the contextual menu.

A message appears to warn you that you are going to take control of the EVS server:

! ‘: This operation will allow you to take conkral of the server and potentially affect the recordingfplayout, Are wou sure?
L3

[o]4 l [ Cancel

2. Click OK to open the server screen:

BT2_PGE (Loc) REGC:B2 HT2_PGE <Loc>» TOT.B@63 CLP:15:35:A5 REM:28h54m35 .74
F2:CLIP F3:CALL F4:PREF F5:UIEW F6:KWi F?:Ku2
- « 111iB —- - 11C —

T+F:k~-1 ALT+R:RECUE ALT+T:5ET TC
L+X:CUT CTL+C:COPY CTL+U:PASTE
PAGE»1< 2 3 4 5L 6 7 8 9 @ BANK >1< 2 3 4 5 6 7 8 9 PL

From this screen, you are able to navigate through Multicam and EVS screens exactly as
you accessed them from a keyboard.
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4.2.2.

4.2.3.

Accessing the Multicam Web Setup

To access remotely a server desktop, proceed as follows:

1. Right-click on a server name, and select Web configuration from the contextual
menu.

A message appears to warn you that you are going to take control of the EVS server:

Warning, you are about to be able to change the configuration of the
& l % server, Are you sure?

2. Click OK to open the server screen.
The Multicam Web Setup window opens.

Refer to the EVS Server Configuration manuals for more information.

Accessing Remotely an LSM Remote Panel

Important
This function must only be used for training purposes. It is not intended to be
used for operations.

1. To connect to and take control of an LSM Remote connected to a server, proceed as
follows:

2. Right-click on a server name and select LSM Remote from the contextual menu.

3. Inthe following window, select the port number linked to the physical remote device:

XT_ADL: L SM Remote Port Selection =3

Another instance of LSM remote iz already uging Remaote 1

Available Portz: | Remate 1 b |

Refrezh H Cancel l
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4. Clicking OK opens an interactive window representing the LSM remote panel and
from which you can use the different commands, such as on the physical remote
itself.

You can close this window by pressing Escape.

4.2.4. Rebooting an EVS Server

To remotely reboot a server, right-click on it in the Monitored Device Tree and select
Reboot in the contextual menu.

The Server Reboot message window is displayed. You must confirm the reboot process
to start it on the remote host.

% Note
\ This command will be available only if the corresponding parameter is enabled in
the Settings window.
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4.3.

4.4,

Uploading a Keyword File on an EVS
Server

To upload a keyword file on one or several servers, proceed as follows:

1. Inthe Tools menu, select Server > Keyword Files. The Keywords window appears.

B ] #MNet
=[] Discovered Hosts F.eypword file: D

[I=T_ADL
®T2_PGE

1

2. Select the server(s) to receive the keyword file in the left pane of the Keywords
window.

In the Keyword File field, browse your computer to select the keyword file to upload.

4. Click onthe Upload button to start the keyword file copy on all selected servers.

Server Logs Extraction

To remotely recover the SNMP logs stored on a server, right-click on it in the Monitored
Device Tree and select Extract logs in the contextual menu.

The following warning message window is displayed to warn you that the extraction
process may interfere with the video diffusion from that server. Launch the extraction
process again later if you cannot accept any diffusion trouble at this time.

Logs extraction

L] "_\ The log extraction process maw affect the diffusion on server Server 2, Are vou sure vou want to proceed?
-

I es ] l Mo ]

The next window displays progress bars of the extraction and the current directory and file
being downloaded.
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Logs Extraction from Server 2 |Z||E|E|

Directary /ACALSMCE/DATAADGS

Downloading hardware log

= ]

Cancel

Once the logs extraction is done, a window briefly appears about the log files compression
then the Logs Extraction window displays the zip file name and its storing folder and path.

Logs Extraction

-
- | ) Logs files successfully extracted for Server 2, Available under C:\Program Files\EVS Broadcast EquipmentxMet Monitor\Downloaded logsi29100.zip

The different logged information (configuration, alerts...) is stored in different folders and
files and packed together in a zip file. Next to the zip files is a text file (LogExtracion_
servername.log) for each server that logs the extractions dates, operations, results and
resulting zip file.

Note

At log extraction, the log file on the remote server is closed and transferred.
After this operation, a new log file is created on the remote server to log the
events that happen from now on.
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