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1.0 Welcome to RS8 HDS

Thank you for choosing RS8 HDS, professional SATA-to-SCSI storage
solution designed for high resolution digital media production and general high
performance storage requirements.

® Note: Your RS8 HDS storage solution features the latest in high-performance RAID
technology, including an advanced 64-bit X-Scale core processor, high-speed SATA-II disks,
cross-platform browser based management and next generation Ultra320 SCSI interface.

1.1 Getting Started with RS8 HDS
Getting Started with RS8 HDS

Before you begin, carefully remove any protective film from LCD panel and
system. Inventory each array to ensure all necessary components are
included. If you are missing any components, please contact your dealer for
immediate replacement.

System Includes:

Two eight disk, rack-optimized video RAID storage systems
Two external Proavio certified Ultra320 SCSI cables

Two Ultra320 diagnostic SCSI terminators

Two RS232 terminal cables, DB-9 interface

Two slide-rail kits for rack-mount configuration

Advanced user guide on CD

System Requirements:
e Host computer configured for desired application
e Qualified dual channel Ultra320 SCSI controller



1.2 Getting to Know Your RS8 HDS

This chapter provides basic system information needed to operate your new
RS8 HDS video arrays.

LCD CONFIGURATION PANEL

HOT-SWAP DISKS

RJ45 ETHERNET MANAGEMENT PORT

U320 SCSI PORTS RS232 TERMINAL PORT

[ ““I OMNAOFF SWITCH
Gl "-"@"'|L = |J r ‘I_: . |_/
@ [ = | =

TRIPLE REDUNDANT FAN MODULES

DUAL 300W HOT SWAP POWER MODULES

Note:
To learn more about re-configuring your HDS system, contact your local system dealer or call
Enhance Technology at (562) 777-3488

HDS Configuration Diagram

AXIO HD/SD
2,0TB HDS8 RAID-5 U320 SCSI HBA r 3
R 4.0TBRAID-0 | ESHE=H]
—S—
2.0TB HDS8 RAID-5 . : | €
Note:

Each system is factory configured for “independent” RAID level-5 which offers maximum
performance & 100% media protection.



2.0 Hardware Installation

Before installing your new RS8 HDS system, please make sure that you have
properly installed a certified U320 SCSI adapter in your workstation. To learn
more about certified SCSI host adapters visit www.enhance-tech.com

Installation Procedures:
e Place the two RS8 HDS systems next to your Axio editing system.

e Connect a SCSI cable to the CHANNEL1 port (left) on the each system.
Do NOT connect to CHANNELZ2.

(&)

e Terminate each system using the supplied U320 terminators

HDS8 ARRAY 1 TWO CHANNEL PCl-e 5CSI HBA

HDS8 ARRAY 2

e Power-on both RS8 HDS systems and wait for array to completely
initialize. You will hear an audible beep when array initialization has
completed.

e Power-on your workstation
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3.0 Re-Configuration Using LCD Panel

AUDIBLE ALARM MUTE BUTTON EVENT NOTIFICATION LED

= B

HARD DISK RELEASE I| POWER STATUS LED
CONTROL PANEL

SYSTEM ACTIVITY LED

Note:
Both systems are then combined (striped) within the OS to appear as a single large VOLUME.
Data is written to and read across the two arrays, increasing format and frame size support.

Your HDS storage solution has been optimized & pre-configured at the factory
for RAID level-5 protection on each array. This section provides advanced
users with information on how to re-configure the storage.

There are four buttons to control LCM (LCD Control Module), including: A
(up), ¥ (down), ESC (Escape), and ENT (Enter).

After the system boots up, the following screen will be shown on the LCM:

ENHANCE
UltraStor RS8

«—

Press “ENT”, the LCM functions “Alarm Mute”, “ Reset/Shutdown”, “Quick

Install”, “View IP Setting”, “Change IP Config” and “Reset to Default” will
be rotate by pressing A (up) and v (down).



3.1 LCD Control Panel Menu Flow

Alarm Mute

Reset/Shutdown

Quick Install

View IP Setting

Change IP Config

Reset to Default

|

Select Alarm Mute to mute the alarm.

Select Reset to restart the controller without powering
down.

Select Shutdown to prepare controller for shutdown prior
to powering off.

Before powering off system, it is recommended to do
Shutdown from the controller to clear the data from
cache.

Select Quick Install to setup a RAID array from the
available drives. Please see Appendix for RAID level
definitions and minimum requirements for each RAID
level.

Select View IP Setting to display current IP address, IP
subnet mask, and IP Gateway.

Select Change IP Config to modify IP address, IP subnet
mask, and IP Gateway.

Reset to default will set password to default: 1234, and
set IP address to default.

Default IP address: 192.168.0.1
Default subnet mask: 255.255.255.0
Default gateway: 192.168.0.254



3.2 The following is LCD Panel Menu Hierarchy

Alarm Mute [AYes Nov]
[Reset] [I\T;(ve]s.
[Shutdown] [l\?g{f]s
voume | Adust
'€ Volume
(XxXxxxX Size
M)
RAID 0 Bus ID | Adjust Bus
(RAID 1/RAID 3/ (x) ID
RAID 5/RAID 6) SCSI ID Adjust
xxxxxx MB (xx) SCSI ID
LUN Adjust
(x) LUN
Apply The [AYes
Config Nov]
ENHANCE [IP Config]
Technology [Static IP]
Avy [IP Address]
[192.168.000.001]
[IP Subnet Mask]
[255.255.255.0]
[IP Gateway]
[192.168.000.254]
[DHCP] [l\ﬁfls
[P Adjust IP
Address] address
[P Adjust
Subnet Submask
. Mask] IP
[Static IP] P Adjust
G Gateway
ateway] P
[Apply IP [AYes
Setting] Nov]

[AYes Nov]




3.3 Striping under Windows XP

Volume Configuration under Windows XP
¢ Right click on “MY COMPUTER” and select “MANAGE”.

. My Documents

n My Recent Documents #

“’ My Pictures

h My Music
h

Explore
Scan Directory with eTrust PestPatrol
., Search...
System Information
& s I Scan for viruses. ..
- Map Network Drive. ..

@ Help and Sup Disconnect Network Drive...

¢ A new window will open named “COMPUTER MANAGEMENT. Click

on “STORAGE”,
and then select “DISK MANAGEMENT”.

.': Computer Management
=] Fie  Action View Window Help =I5
- @R 2

Computer Management {Local) Mame
= ﬁ §Ystem Tools ﬁSystem Tools
# LE] Event Yiewer " Storage I
+ g Shared Folders =7 o
Services and Applications
+ E Local Users and Groups a’ ool
+ Performance Logs and Alerts
Device Manager

=l & Storage
+ Removable Storage
Disk Defragmenter
Disk Management

+1 [ Services and Applications

<] u 2] <] " | |>JI

Note:
Windows XP is up to 2 Terabytes and Windows Server 2003 can over 2 Terabytes.



e Each array will be displayed as a “NEW VOLUME”. Right click each
‘NEW VOLUME” and select “CREATE DYNAMIC DISK” for each array
volume.

[ vohe Timene | Type | Pl Sycees | Statn GCapacty | Free Space | % Free | okt Tolerarcn | Gverhaad
Shteve C: (0] Partiion Basc  WIFS Healty (System) MOISGE 22E3GE SEW L o
Se0n120 (D) Farttion Basc WIPS skt 195G 1RII@ % L

ety

¢ Right click on each new DYNAMIC DISK and select “FORMAT”. From
the format options, select create a “striped set”. Select both volumes as
part of the stripe.
Continue the format process and assign the new SINGLE
LARGE VOLUME a name.

B Fle  Aion Vew  Window  Help
- B@E P -

H Compnter Marsagerment (uocal)

[P Toeronce | Grerhead

I Srotem Tocks Ty =y
+ (L4 Evert Viewar ™ ey
+ g Shared Folders

Lecal Uisers and Groups

| Souxo

| i Drive C: (C)
| mma 30.20 G NP3
| Orine. Healthry [Sysh
| @ik 1
Baskc dvBOX120 {
15 185752 GRNTPS
| orine Heshy
| Sroaoeo
| co-som )

!mm@e
|



3.0 Re-Configure the RAID Controller — HyperTerminal RS232

RAID Settings & Configuration

Warning: The UltraStor RS8 RAID controller is configured, at the factory, for
RAID 5 and should NOT normally need to be changed. The procedure in this
chapter outlines the steps involved to restore the RAID settings should
anything happen to the factory default configuration and should be used
ONLY under such circumstances.

1. Connect the RS232 serial cable (supplied with your RS8 storage
system) to the RS232 Terminal Port
Connect the other end of this same cable to the COM1 port (DB-9
serial port) on your computer.

2. Install the HyperTerminal 6 utility that was supplied on your UltraStor
CD installation disk. Please contact Enhance Technology if are missing
the installation CD.

— —
HyperTerminal Private Edition 6.3

42 HyperTerminal Private Edition Installation

Welcome!

Tistart | B rypertems



3. In the Windows Start menu, go to: Programs-Hyper Terminal Private
Edition. Click on Hyper Terminal Private Edition.Ink.

T IYTIY .
;@ QuikTne g Gl HypeTerminal Privake Edition b i@ HyperTetmingl Connections b
'@ Spybot - Search B Destroy 1 ) HyperTerming Help.nk

@ Startup b 1 HyperTerminal Private Edition.Ink
@ \Weh ilbum Generator b Read Me (Web) nk

% Uninstall Hyper Termingl, ik
@ WordPad Readile k.

All Programs ) @ i bl
v b

4. Enter a name for the new connection (eg. RS8 HDS) and press OK.

Connection Description

' Mew Connection
Enter a name and chooze an icon for the connection:

Mame:
|UltraStor RS S

lcon:

k. Cancel |

5. In the “Connect using:” list box, select COM1 and click OK.



Connect To

WL UlraStor FiSS

Enter detailz for the phone number that pow want to dial;

Cauntry/region: ] ited States (1 _J

Area code: HE

Phore nurber; ]

Comnect using .
Ok, Cancel |

6. You should now see the Port Settings dialog box. You should set the
parameters as show below and press OK.

Bits per Second: 115200
Data Bits: 8
Parity: None
Stop Bits: 1

Flow Control: None



7. In the main HyperTerminal Window, select: File -> Properties

“& UltraStor RSB - Hyper Terminal
Edit  “iew Call Transfer Help

Mew Conneckion
Jpen. ..

Save
Save As...

FPage Setup...
Prink. ..

Properties

Exit Alk+F4

8. In the Emulation list box (on the Settings Tab), choose VT100 and click
on OK

UltraStor RSB Properties

Connect To Settings

Function, arrow, and chil keys act as

*  Temminal keys I Windows keys

— Backszpace key zends
* Chl+H © Del  Chl+H, Space, Chl+H

E rulation:

Terminal Setup... I Colors... I
Telnet terminal |0 [wT100
B ackscroll buffer lines: 15EID ﬁ

I Play sound when connecting or disconnecting
[ Exit program upon disconnecting

ASCI Setup.. ]

Ok I Cancel ]




9. Enter the login name (admin) and password (1234) and press Enter
(Make sure Caps Lock is not on)

“& UltraStor RS8 - HyperTerminal

File Edit WYiew Call Transfer Help
D& & 3 0|
~
E320-a4001le login: admin
Password:
-
Connected 00:00: 16 wTLOD 1152008-N-1  |ooRoll hUM ] Hint &

You should now see the RS8 configuration screen.

“& UltraStor RSB - HyperTerminal

File Edit Wiew Call Transfer Help

~

Ow|e 8|08 &

| Enhance E320 Tue Sep 12 09:07:36 2006}
lluick installl
Sustem config
Yolume config
Enclosure management
Haintenance

Logout

i ath: g
iﬂuick install
I




Quick Install
Quick install

System Config
System name

IP address

SCSI

Change Password
Change Date
Event log

Volume Config
Physical disk
Volume group
User data volume

Cache Volume
Logical unit

EnhanceRAID S-series Menu

Step 1/ Step 2 / Step 3 / Confirm

Change Name

DHCP / Static

Modify BUS Speed
Administrative password change
Date and time setting

View event log

Free disc / Global spares / Dedicated spares / Details
Create / Delete / Details / Rename / Migrate

Create / Delete / Attach LUN / Snapshot / Details /
rename / On/Off Line / Set read/write mode / Set
priority / Resize Snapshot space / Auto Snapshot
Create / Delete / Details / Resize

Attach / Detach

Enclosure Management

SAF-TE config
Voltage &
Temperature

Maintenance
System Upgrade
System Info
Reset to Factory
Default

Reset Controller
Shutdown
Controller

Logout
Logout

SAF-TE enable/disable
View current voltage and temperature of system

Remote upgrade firmware
Current system firmware version
Reset to Default

Reset
Reboot / Shutdown

Logout of system menu



3.1 Quick install

Step 1: Select “Quick install” then choose the RAID level to set. After
choosing the RAID level, press “Enter”, it will show volume size and press
“Enter “again.

i Enhance E320 Mon Sep 18 09:36:04 2006|
VLle install
System config
Volume config
Enclosure management
Haintenance +——————o Select Protecigtsssy
Logout IRAID 0 (382 GB)

1
1
,:‘«’HID 1 (76 GB) i
IRAID 3 (305 GB) :
BIATD 5 (305 GB) !
{RAID 6 (229 GB) :

aPath:M0uick instal 1/
'Uu1ckInstall Select Protect

Step 2: Please select a number for each of them. Be careful to avoid the
conflict of SCSI ID at the same SCSI bus.

+——— Gl AU
EUS 0 !

iBUS 1 i

Attach LUN: BO SOSEtss

1
0
1
2
3
b
)
6
¥

=N

; 0
ISCSI 1D 1
i15CSI ID 2
i15CSI ID 3
15CSI ID 4
2

b

;

8

15CS1 1D
15081 ID
i15CS1 ID
1SCSI ID

————

|
e ==
EEEZ T4 |

[ pe

b —————— e ¢

Step 3: Confirm page. Click “OK” if all setups are correct. Then a page with
the “User data volume” just been created will be shown as Figure 2.2.1
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Protect: RAID 5

Volume (UDY) size: 305 GB

UDY created on new VG

Attach UDY to BUS=8, SCSI_1D=8, LUN=8

Install with the above setting ?

W <No >

. Note: LAB 64 Support?

— Please choose "YES” if using OS such as Windows 64 bits, Windows Server 2003 SP1,
Linux kernel 2.6.x, FreeBSD 5.2.1 or latter.

—Please choose “NO” if SCSI speed down below Ultra 320 or OS doesn’t support 64 bits.
The block size will automatically be changed to 4KB, therefore the maximum capacity for a
single sub-system is up to 16 TB. The trade-off is that this volume can not support Dynamic
Disk due to limitation in Windows OS.

LBA 64 support?

Choose "Yes” if using 0S5 such as
Hindows 64 bits, Windows Server 2803 5P1,
Linux kernel 2.6.%, FreeBSD 5.2.1 or latter.

Choose "No™ if SCSI speed down below Ultra 320.
It will change the sector size to AK.
The maximun capacity is up to 16 TB.
This volume can not be Dvnamic Disk.

<Yes> o B

Done. It can be used as a disk.



i Enhance E320 Mon Sep 18 09:42:25 2006|

{No Name  Size(GB) Status 1 234 R % RAID #LUN Y6 Mame C}

L I udvill 3058 OnlineQWTRHTRTE N 10%§ RAID SR 1N gl

b ath:@VYolume configllUser data volumeld

IENTER: list available operations.

Figure 2.2.1

3.2 System configuration

“System config” selection is for the setup of “System name”, “IP address”,
“SCSI”, “Change Password”, “Change Date” and “View Event log”.

Enhance E320 Tue Sep 26 B8:44:32 2006

&
Bystem name

IP address

Change password
Change date
Yiew event log

Path HSus ten conf i gl

Sustem name

3.2.1 System name

Select “System name” to change system name. Default system name
composed by model name and serial number of this system, e.g.: E320-
a40196.



3.2.2 IP address

Select “IP address” to change IP address for remote administration usage.
There are 2 selections, DHCP (Get IP address from DHCP server) or set
static IP.

1 1
E—— 255 255 2550 |
+———— ————— + iDefault gateway (IP): 192.168.8.254 |
| DHCP | |Primary nameserver: 127.8.8.1 i
Eltatic IP | ! < 0K > <Cancel> !

3.2.3 SCSI

Select “SCSI” can modify the BUS speed.

————— e ———————————————————————————E——————————————————————————————

I U :“;53'}'" a
320MB
1 J20MB

|-§

P ath - Hsys ton_contiolSCS |
1Setup SCSI bus

3.2.4 Change Password

Select “Password” is for changing administrator password.



3.2.5 Change Date

Select “Date” to set up the current date and time before using.

3.2.6 View Event log

Select “Event log” to view the event messages. Press “Clear” button will
clear event log. Press “Mute” button will stop alarm if system alerts.

VNt Log operationspms
I¥lecar event loc
{Hute beeper I

3.3 Volume configuration

“Volume config” selection is for the setup of volume configurations including
“Physical disk”, “Volume group”, “User data volume”, “Cache volume”,
and “Logical unit” functions.

Enhance E320 Tue Sep 26 02:43:12 2006

dhysical disk
Yolume group
User data volume
Cache volume

Logical unit

mPath:-flolume configlies o e e e e e

Physical disk




3.3.1 Physical disk

Enter “Physical disk” to view the status of hard drives inserted in the system.
The following are operation tips:

1. The list box will disappear if there is no VG or only VG of RAID 0,
JBOD. Because these RAID levels cannot be set as dedicated
spare disk.

2. These three functions “Set Dedicated Spare”, “Set Global
Spares”, “Free PD” and “More information” can execute multiple
selects.

i Enhance E320 Mon Sep 18 09:35:18 2006

1510t WWH  Size(GB) V6 Name Status 1 2 Speed

200cB01378a40022

1
E 2 203a001378a4b04d _ + 1.56Gb
| 3 2037001378a4004d 15et Dedicated Spare ! 1.56Gb
i 4 2008001378000062 iSet Global Spare i 1.56b
| 5 2009001378000062 J8r-ce PO ! 1.56b
i iHore information |
|
!
I*—r‘;‘ sical diskIEEEEs — — — — -
EENTER: list available operations.
1

e PD column description:

Slot The position of hard drives. The number of slot

begins from left to right at the front side. The blue
square button next to the number of slot is “More
Information” indication. It shows the details of the

hard drive.
WWN World Wide Name.
Size (MB) Capacity of hard drive.
VG Name Related volume group name.
Status The status of hard drive.

“GOOD” - the hard drive is good.




“DEFECT” - the hard drive has the bad blocks.

“FAIL” - the hard drive cannot work in the
respective volume.

Status 1

“RD” - RAID Disk. This hard drive has been set to
RAID.

“FR” = FRee disk. This hard drive is free for use.

“DS” - Dedicated Spare. This hard drive has been
set to the dedicated spare of the VG.

“GS” - Global Spare. This hard drive has been set
to a global spare of all VGs.

“RS” - ReServe. The hard drive contains the VG
information but cannot be used. It may be
caused by an uncompleted VG set, or hot-plug
this disk in the running time. In order to protect
the data in the disk, the status changes to
reserve. It can be reused after setting it to “FR”
manually.

Status 2

“R” = Rebuild. The hard drive is doing rebuilding.
“M” - Migration. The hard drive is doing migration.

e PD operations description:

FREE DISC Make this hard drive to be free for use.

GLOBAL Set this hard drive(s) to global spare of all VGs.
SPARES

DEDICATED || Set hard drive(s) to dedicated spare of selected VGs.
SPARES

3.3.2 Volume group

Enter “Volume group” to view the status of each volume group.




B

e« VG column description:

No. Name

Total({GB) Free(GB) #PD HUDY Status 1 2 3 RAID

11658 Of of 1§ Onlincll N BN RAID O

No. Number of volume group. The blue square button
next to the No. is “More Information” indication. It
shows the details of the volume group.

Name Volume group name. The blue square button next to
the Name is “Rename” function.

Total(MB) Total capacity of this volume group.

Free(MB) Free capacity of this volume group.

#PD The number of physical disks, which the volume
group is using.

#UDV The number of user data volumes related to this
volume group.

Status The status of volume group.

“Online” - volume group is online.
“Fail” - volume group is fail.

Status 1 “DG” - DeGrade mode. This volume group is not
completed. The reason could be lack of one
disk or failure of disk.

Status 2 “R” - Rebuild. This volume group is doing
rebuilding.

Status 3 “M” - Migration. This volume group is doing
migration.

RAID The RAID level, which this volume group is using.




e VG operations description:

CREATE Create a volume group

DELETE Delete this volume group

3.3.3 User data volume

Enter “User data volume” function to view the status of each user data
volume.

S ey e L ey, A A O A R e e ey, AL T A O e B e W

| Enhance E320 Mon Sep 18 B9:42:25 2006

J— _ _ ———— _ R ———

1No Hame  Size(GB) Status 1 234 R Y% RAID HLUN YG HName

s SRS P et AL el W I A o dnE i o Ry A E i L

C 1 udvil 3050 OnlineQWTRHININ B 1078 RAID of 1R gl

sl ath:HYolume configlUser data volumelEsss S e S S S ss

{ENTER: list available operations.

[ [ e o e e e s e S e s s e s e

e« UDV column description:

+
1
1

No. Number of this user data volume. The blue square
button in below to the UDV No. is “More
Information” indication. It shows the details of the
User data volume.

Name Name of this user data volume. The blue square
button in below to the UDV Name is “Rename”




function.

Size(MB) Total capacity of this user data volume. The blue
square button in below to the size is “Extend”
function.

Status The status of this user data volume.

“Online” - user data volume is online.
“Fail” - user data volume is failed.
Status 1 “WT” = Write Through.
“WB” - Write Back.
The blue square button in below to the status1 is
“Set read/write mode” function.
Status 2 “HI” = High priority.
“MD” = MiD priority.
“LO” = LOw priority.
The blue square button in below to the status2 is
“Set Priority” function.

Status 3 “I" - user data volume is doing initializing.

“R” - user data volume is doing rebuilding.

Status 4 “M” - user data volume is doing migration.

R % Ratio of initializing or rebuilding.

RAID The RAID levels that user data volume is using.

#LUN Number of LUN(s) that data volume is attaching.

Snapshot(MB) || The user data volume size that used for snapshot.

The blue square button next to the snapshot is
“Resize” function to decide the snapshot space.
The blue square button next to the resize function is
“Auto snapshot” function to setup how often
snapshots take. The number means “Free
snapshot space” / “Total snapshot space”. If the
snapshot UDV has been created, this column will be




the creation time.

VG name The VG name that this user data volume belongs.

CV (MB) The cache volume that user data volume is using.

« UDV operations description:

ATTACH LUN | Attach to a LUN.

SNAPSHOT Choose a UDV to execute snapshot.

CREATE Create a user data volume function.

DELETE Delete this user data volume function.

3.3.4 Cache volume

Enter “Cache volume” function to view the status of cache volume.

The global cache volume is a default cache volume, which has been created
after power on automatically, and cannot be deleted. The size of global cache
is base on the RAM size. It will be total memory size minus that system uses.

Global

3.3.5 Logical unit number

Enter “Logical unit” function to view the status of attached logical unit
number of each UDV.



[ ——— . — — — — — — — — — —— — — — — —— -

QUICK10778

3.4 Enclosure management

“Enclosure management” function allows managing enclosure information
including “ SAF-TE config” and “Voltage & Temperature” functions.

MAF-TE config

Yoltage & Temperature

a2 th - HE Nl osure managem en b
SR

onr T

3.4.1 SAF-TE configuration

SAF-TE represents SCSI Accessed Fault-Tolerant Enclosures, one of the
enclosure management standards. Enter “SAF-TE config” function can
enable or disable the management of SAF-TE from buses.

s> (M —TE operationsmess

3.4.2 Voltage and Temperature

Enter “Voltage & Temperature” function to view the information of current
voltage and temperature.



i Enhance E320 Tue Sep 26 02:45:56 2006

| [tem Info
+].35Y: +1.36 V (min = +1.28 max = +1.47 Y

+3.3V: +3.39 V (min = +3.03 U max = +3.63 U)

+5¢: +5.22 Y (min = +4.50 Y. max = +5.50 ¥)

+12¥: +12.65 V {min = +10.80 ¥V, max = +13.20 V)

+2.5{: +2.58 ¥ (mln +2.35 ¥, max = +2.85 V)

Core Processor: +41.0 (C) {hyst = +0.0 (C), high = +70.0 (C))

Location 1: +35.5 (C) (hyst = +08.8 (C), high = +608.8 {C))

Location 2: +32.9 (C) (hyst = +0.0 (C), high = +65.0 {C))

- ath:lEnclosure managemen tffoltage & Temperatureld

'Huto shutdown: enab e
|

3.5 Maintenance

“Maintenance” function allows operation of the system functions including
“System Upgrade” to the latest firmware, “ System Info” to show the system
version and “ Reset, Shutdown Controller” to either reboot or shutdown the
system.

_______________________________________

8 D

System info

Reset to factory default
Reset controller
Shutdown controller

B 2t - M a1 1 T e A C o 4

vstem uparade I

3.5.1 System Upgrade

Enter “ System Upgrade” function to upgrade firmware. Please prepare new
firmware file named “xxxx.bin” in local hard drive, then press “Transfer ->
Send File” to select the file. It will start to upgrade firmware.



File Edit ‘Wiew Cal BRIEEES Help
D E‘?’ 3 Send File...

Receive File. ..

i
I
Capture Text,.. |
Send Text File... :

! sp el Rtiutens_ ) Enhance E320 Tue Sep 26 |

Bvstem upgrade
|Sustem info
|Reset to factoryv default

{Reset controller i s sy Upgrade Systemn +

| Shutdown controller Upgrade system now ?

< <No >

+
:
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
+

Figure 3.7.1.1

When upgrading, there is a progress bar running. After finished upgrading, the
system must reboot manually.

3.5.2 System Info

Enter “System Info” function will display firmware version.

B o Wi Sustem TRt o —————— "
i 2.0 (build 200605181800) i
i <> !

3.5.3 Reset to factory default

Enter this function; it will reset to factory default.

Wpr—unianumdiee mhme e Reset to defaul | i +
ﬁure to reset to factory default?
ote,

the controller will reboot automatically!



3.5.4 Reset Controller

This function can reset the controller.

Want to reset?

Hes> <NEP

3.5.5 Shutdown Controller

Enter “ Shutdown” function; it will display “REBOOT” and “SHUTDOWN”"
buttons. Before power off, it'’s better to press “SHUTDOWN?” to flush the data
from cache to physical disks.

Ty Shut down gttt +
Want to shutdown?

3.6 Logout

For security reason, “Logout” function will allow logout while none is
operating the system. Re-login the system by entering username and
password.

Want to logout?

tes>  <HEEP

4.0 Re- Configure the RAID Controller — Web GUI

Each RS8 HDS storage system has been optimized & pre-configured at the
factory for RAID level-5 protection. This configuration offers fail-safe data



protection & speed needed for real-time HD video production. If necessary,
your HDS solution can be re-initialized to support a wide variety of RAID
configurations.

EnhanceRAID S-series Menu

Quick install
Quick install Step 1 / Step 2 / Step 3 / Confirm

Systern config
IP address DHCP / Static
Password Administrative password change
Date Date and time setting
Mail Email alert setting
SNMP SNMP alert setting
Event log View event log

ol “olume config

Physical disk Free disc / Global spares / Dedicated spares / Details
Volume group Create / Delete / Details / Rename / Migrate

User data volume Create / Delete / Attach LUN / Snapshot / Details /
rename / On/Off Line / Set read/write mode / Set
priority / Resize Snapshot space / Auto Snapshot

Cache Volume Create / Delete / Details / Resize
Logical unit Attach / Detach
Enclosure managemeant
SAF-TE config SAF-TE enable/disable
Voltage & View current voltage and temperature of system
Temperature
SMART View SMART disk monitor

Maintenancea

Upgrade Remote upgrade firmware
Info Current system firmware version
Shutdown Reboot / Shutdown

|_ [n] |;| o t

Logout Logout of system menu

3.7 Login



UltraStor series controller supports graphic user interface to manage the
system. Be sure to connect LAN cable. The default IP is 192.168.0.200; so
open the browser and type:

http://192.168.0.200

Click any function at the first time; it will pop up a dialog to authenticate.

Login name: admin
Default password: 1234

After login, the selections listed on the left can be operated.

all Quick install

sl Swstern config
Yolurme config
Enclozure management
Maintenance

Lo =[x} ut

Figure 3.2.1

There are three indicators at the top-right corner.

1. = Voltage light: Green is normal. Red represents abnormal voltage
status. Please refer to section 3.6.2 for more detail.

4 . .
2. = Temperature light: Green is normal. Red represents abnormal
temperature.

3. E- RAID light: Green means RAID works fine. Red represents RAID
failed happens.

4.2 Quick install



It is easy to use “Quick install” function to create a volume. Depend on how
many physical disks or how many residual spaces on created VGs are free,
the system will calculate maximum spaces on RAID levels 0/1/3/5/6. “ Quick
install” function will occupy all residual VG space for one UDV, and it has no
space for snapshot. If snapshot function is needed, please create volumes by
manual, and refer to section 4.4 for more detail.

Step 1: Select “ Quick install” then choose the RAID level to set. Please

MHE=T |1

refer to Figure 3.3.1. After choosing the RAID level, click © , it will
be linked to another page required to set up the “Bus ID” / “SCSI ID” / “LUN”.

Stepl. .

RAID Level : | RAID O { 3050368 MB ) - _|

- RAID O f 3050368 MB ) -
- RAID 1 { 476680 MB ) -
- RAID 3 ( ZEEQ07Z MB ) -
- RAID 5 ZEEA0TZ MB ) -
- RAID & ( 2287776 MB ) -

Figure 3.3.1

Step 2: Please select a number for each of them. Be careful to avoid the
conflict of SCSI ID at the same SCSI bus. In this page, the “Volume size” can
be changed. The maximum volume size is shown. To re-enter the size be
sure it has to be less or equal to maximum volume size. Then click




Step 3: Confirm page. Click “ EANETEEN - i all setups are correct. Then a
page with the “User data volume” just been created will be shown as Figure
3.3.2.

Done. It can be used as a disk.

Im

Volume config S

*» ATTACH LUH O SHMAPSHOT EH CRERTE £ DELETE

Size R Snapshot ¥G C¥
[ No. Name (ME) Status | 1 2 34|, |RAID #LUN (M) A (ME)
- 1 | QUICKzO&END 608256# % E — 0/0
CHCIEE 1 QUICKESZEZ | 20
B O = = £ . =
o]

Figure 3.3.2

(Figure 3.3.2: A RAID 0 user data volume with the UDV name “QUICK20680", named by
the system itself, with the total available volume size 608256MB.)



3.8 System configuration

“System config” selection is for the setup of “System name”, “IP address”,
“Password”, “Date”, “Mail”, “SNMP” and view “Event log”.

0 m
0 =
Ilm

System config

System name Systermn narme for identification

Internet Protocol{IP) address for rermote

adrinistration
Password Adrministrator's password
""""""""""""""""""
""""""""""""""""""
""""""""""""""" I —
Event log Systermn event log to record critical events

Figure 3.4.1



4.3 System name

Select “System name” to change system name. Default system name
composed by model name and serial number of this system, e.g.: S120-
000001.

Figure 3.4.1.1

4.4 |P address

Select “IP address” to change IP address for remote administration usage.
There are 2 selections, DHCP (Get IP address from DHCP server) or set
static IP.

& DHCP
' static
Address
Mask :

Gateway !

Figure 3.4.2.1

45 Password

Select “Password” is for changing administrator password.

old
password :

Password ;

Figure 3.4.3.1



4.6 Date

Select “ Date” to set up the current date and time before using.

Mo

Date

Time :

Time zone ;

Daylight

|2EIEI5I11;"9 16:30:25

2005 /

16 v 28

I.ﬁ.sia.-’Taipei

4.7 Mail

Figure 3.4.4.1

Select “Mail” to enter at most 3 mail addresses for receiving the event
notification. Some mail servers would check “ Mail-from address” and need
authentication for anti-spam. Please fill the necessary fields and select “ Send

test mail” to check whether the email works fine.

Mail-from address ;

Mail-to address 1 :
Mail-to address 2 ;
Mail-to address 3
SMTP relay
SMTP server :
Authentication
Socount
Password :
Confirm

Send test mail

INDHE vI

Figure 3.4.5.1



4.8 SNMP

Select “SNMP” to set up SNMP trap for alert via SNMP. It allows up to 3
SNMP trap addresses can be set for receiving SNMP trap. Default community
setting is “public”.

SMMP trap address 1
SMMP trap address 2
SHMP trap address 3

Cormruanity public

Figure 3.4.6.1

4.9 Eventlog

Select “Event log” to view the event messages. Press “Clear” button will
clear event log. Press “Mute” button will stop alarm if system alerts.

<= MUTE = CLERR

INFO:Tue, 08 Nov 2005 11:21:43 CS5T
Mon-ECC mermory is installed

INFO:Tue, 08 Moy 2005 11:21:45 C5T
Info: The global cache is ok,

Figure 3.4.7.1



5.0 Volume configuration

“Volume config” selection is for the setup of volume configurations including
“Physical disk”, “Volume group”, “User data volume”, “Cache volume”,
and “Logical unit” functions.

Volume config i 4 B
Physical disk Hard disks to store data

""""""" N

""""

Dedicated or global cache space for user data
wvalurme

Logical unit Target wolurnes for hosts access

Figure 3.5.1



5.1 Volume relationship diagram

I LIN 1 I LIN 2 I LIN R
A A A
UubV 1 ubV 2 Snap
ubv
t e
o+ )e
—\ T )<
VG Global Dedicate
A A A A CV d CV
<<l A A
PD 1 ‘ PD 3 ’ ‘ DS
RAM

The above diagram describes the relationship of RAID components. One VG
(Volume Group) consists of a set of UDVs (User Data Volume) and owns one
RAID level attribute. Each VG could be divided into different UDVs. The UDVs
from one VG share the same RAID level, but may own the different volume
capacity. Each UDV will be associated with one specific CV (Cache Volume)

to execute the data transaction. Each CV could own the different cache
memory size. LUN is the logical volume, which the users could access by

using the SCSI commands.




Enter “Physical disk” to view the status of hard drives inserted in the system.

5.2 Physical disk

The following are operation tips:

I- Select - ‘I

I- Select - vI m »»  ELOBAL SPARES »» DEDICATED SPARES

(Figure 3.5.2.1: Physical disks of slot 1, 2 have been created for a VG named “VG-R0".
Physical disks of slot 3, 4, 5 have been created for a VG named “VG-R5". Slot 6 has
been set as global spare disk. Slot 7 has been set as dedicated spare disk of VG named

3.

spare disk.

UDV, CV, LUN pages) are similar.

Slot WM
1/IE8 207d0013730000d8
el | 20790013780000d5
) - | 207fool37a0000da
4 IEl 207c0013750000d8
= | 207e0013780000d5
& IEl 207b0013780000d8
7 B 20800013730000d8
z Bl 207a0013780000d5

Falas

Fa063

Fe063

Fa0asd

Fa063

Figure 3.5.2.1

“VG-R5”". Slot 8 is a free disk.)

PD column description:

WiE-R5

Status

2 sooo
(2) Gooo
(2) Gooo
2) sooo
(2) Gooo
(2) Gooo
2 sooo
(2) Gooo

Multiple select can be done. Select one or many checkboxes in front
of the slot number. Or select the checkbox at the top left corner will
select all. Check again will select none.

The list box will disappear if there is no VG or only VG of RAID 0,
JBOD. Because these RAID levels cannot be set as dedicated

These three functions “Free disc”, “Global spares”, “Dedicated
spares” can execute multiple selects.
The operations of the other web pages (e.g.: volume config of VG,

L FREE DISC EH GLOBAL SPFARES +» DEDICATED SPARES



Slot

The position of hard drives. The number of slot
begins from left to right at the front side. The blue
square button next to the number of slot is “More
Information” indication. It shows the details of the
hard drive.

WWN

World Wide Name.

Size (MB)

Capacity of hard drive.

VG Name

Related volume group name.

Status

The status of hard drive.
“GOOD” - the hard drive is good.
“DEFECT” = the hard drive has the bad blocks.

“FAIL” - the hard drive cannot work in the
respective volume.

Status 1

“RD” - RAID Disk. This hard drive has been set to
RAID.

“FR” = FRee disk. This hard drive is free for use.

“DS” - Dedicated Spare. This hard drive has been
set to the dedicated spare of the VG.

“GS” - Global Spare. This hard drive has been set
to a global spare of all VGs.

“RS” - ReServe. The hard drive contains the VG
information but cannot be used. It may be
caused by an uncompleted VG set, or hot-plug
this disk in the running time. In order to protect
the data in the disk, the status changes to
reserve. It can be reused after setting it to “FR”
manually.

Status 2

“R” = Rebuild. The hard drive is doing rebuilding.
“M” - Migration. The hard drive is doing migration.




e PD operations description:

FREE DISC Make this hard drive to be free for use.

GLOBAL Set this hard drive(s) to global spare of all VGs.
SPARES

DEDICATED || Set hard drive(s) to dedicated spare of selected VGs.
SPARES

5.3 Volume group

Enter “Volume group” to view the status of each volume group.

e VG column description:

s CRERATE = DELETE

Total | Free
O Mo MNanme (ME] (ME) #PD #UDY | Status (1|2 3 RAID
I 10 vs-ro Bl |152064| 52096 | 2 1 pp OMLINE RAID O
M| z Bl |vs-rs Bl 1i5zoe4|10z080| 2 1 b oneme RAID 5

Figure 3.5.3.1

(Figure 3.5.3.1: There is a RAID 0 with 2 physical disks, named “VG-R0", total size is
152064MB, free size is 52096MB, related to 1 UDV. Another is a RAID 5 with 3 physical
disks, named “VG-R5".)

No.

Number of volume group. The blue square button next to the
No. is “More Information” indication. It shows the details of the




volume group.

Name Volume group name. The blue square button next to the Name
is “Rename” function.
Total(MB) Total capacity of this volume group.
Free(MB) Free capacity of this volume group.
#PD The number of physical disks, which the volume group is using.
#UDV The number of user data volumes related to this volume group.
Status The status of volume group.
“Online” - volume group is online.
“Fail” = volume group is fail.
Status 1 “DG"” > DeGrade mode. This volume group is not completed.
The reason could be lack of one disk or failure of disk.
Status 2 “R” - Rebuild. This volume group is doing rebuilding.
Status 3 “M” - Migration. This volume group is doing migration.
RAID The RAID level, which this volume group is using. The blue

square button next to the RAID level is “Migrate” function. Click
“Migrate” can add disk(s) to do expansion or change the RAID
level of the Volume group.

VG operations description:

CREATE

Create a volume group

DELETE

Delete this volume group

5.4 User data volume




Enter “User data volume” function to view the status of each user data
volume.

Size R Snapshot ¥G | C¥
M| Mo. |Name (MB] Status 1 2 (3|4 o RAID  #LUN (M) name | (MB)
1D - Z M
- 1 o QQQES#DNLINE = RAID | o/0 I ve- | oo
B = L | ° i
(H[wit
2 Rs |49984 % = RAID oo IR |,
r Eh OMLINE 53494 an
0 g @ i : =
Figure 3.5.4.1

(Figure 3.5.4.1: Create a UDV named “UDV-R0”, related to “VG-R0", size is 99968MB,
status is online, write back, high priority, related to 1 LUN, with cache volume 80MB, no
snapshot space. The other UDV is named “UDV-R5”, initializing to 53%)

e« UDV column description:

No. Number of this user data volume. The blue square
button in below to the UDV No. is “More
Information” indication. It shows the details of the
User data volume.

Name Name of this user data volume. The blue square
button in below to the UDV Name is “Rename”
function.

Size(MB) Total capacity of this user data volume. The blue
square button in below to the size is “Extend”
function.

Status The status of this user data volume.

“Online” = user data volume is online.
“Fail” = user data volume is failed.

Status 1 “WT” = Write Through.




“WB” - Write Back.

The blue square button in below to the status1 is
“Set read/write mode” function.

Status 2

“HI” - High priority.
“MD” = MiD priority.
“LO” - LOw priority.

The blue square button in below to the status2 is
“Set Priority” function.

Status 3

“I” = user data volume is doing initializing.
“R” - user data volume is doing rebuilding.

Status 4

“M” - user data volume is doing migration.

R %

Ratio of initializing or rebuilding.

RAID

The RAID levels that user data volume is using.

#LUN

Number of LUN(s) that data volume is attaching.

Snapshot(MB)

The user data volume size that used for snapshot.
The blue square button next to the snapshot is
“Resize” function to decide the snapshot space.
The blue square button next to the resize function is
“Auto snapshot” function to setup how often
snapshots take. The number means “Free
snapshot space” / “Total snapshot space”. If the
snapshot UDV has been created, this column will be
the creation time.

VG name

The VG name that this user data volume belongs.

CV (MB)

The cache volume that user data volume is using.

UDV operations description:




ATTACH LUN | Attach to a LUN.

SNAPSHOT Choose a UDV to execute snapshot.

CREATE Create a user data volume function.

DELETE Delete this user data volume function.

5.6 Cache volume

Enter “Cache volume” function to view the status of cache volume.

The global cache volume is a default cache volume, which has been created
after power on automatically, and cannot be deleted. The size of global cache
is base on the RAM size. It will be total memory size minus that system uses.

P CREATE = DELETE

| Mo. Size (M) UD¥ name

rh e =0 1Bl Global

Free : O [MB)

Figure 3.5.5.1

e CV column description:



No. Number of this Cache volume. The blue square
button next to the CV No. is “More Information”
indication. It shows the details of the cache volume.

Size(MB) Total capacity of this cache volume The blue square
button next to the CV size is “ Resize” function. The
CV size can be adjusted.

UDV Name Name of the UDV.

o« CV operations description:

CREATE Create a cache volume function.

DELETE Delete this cache volume function.

5.7 Logical unit number

Enter “Logical unit” function to view the status of attached logical unit
number of each UDV.

:.:. ATTARCH :-:- DETACH

- Bus SCSI ID LUM UDY name
- ] ] ] UDw-RO
- 1 z 3 LC-RS

Figure 3.5.6.1

e« LUN operations description:



ATTACH Attach a logical unit number to a user data volume.

DETACH Detach a logical unit number from a user data
volume.

Caution
A Notify that which bus the SCSI cable is connected; it must

match the bus ID which is attached.

5.8 Examples

Take 2 examples to create volumes. Example 1 is to create two UDVs shared
the same CV (global cache volume) and set a global spare disk. Example 2 is
to create two UDVs. One shares global cache volume, the other uses
dedicated cache volume. Set a dedicated spare disk.

« Example 1
Example 1 is to create two UDVs in one VG, each UDV uses global cache
volume. Global cache volume has been created after system boots up. So it
doesn’t do anything about CV. Then set a global spare disk. The last, delete
all of them.

Step 1: Create VG (Volume Group).

To create the volume group, please follow the procedures:



Marne ViG-RE

RaID Level : IR.C'.ID 5 "I
R&ID PO slot 1234

Figure 3.5.7.1

. Select“/ Volume config/Vqume group”.
2 Click « EREEIEEN

3. Input a VG Name choose a RAID level from the draw, press
“ to choose the RAID PD slot, then press “ ¥

4. Check the outcome. Press if all setups are correct.
5. Done. A VG has been created.
Total | Free
M No. Name me) | (mey |*PD #UD¥ Status 1123 RAID
M 1Bl |ve-rs Bl |zzs096 | zz8096| 4 0 @@ oMuInE RAID 5

Figure 3.5.7.2

(Figure 3.5.7.2: Creating a RAID 5 with 4 physical disks, named “VG-R5". The total size

is 228096MB. Because of no related UDV there, free size still remains 228096MB.)

Step 2: Create UDV (User Data Volume).



To create a data user volume, please follow the procedures.

SFN

Marme : oW -R5-1

MG name § Im

CW Mo, | Global { 100 MB ) =]

I:f,l%p}a:':it’f 10000

Stripe height

(Ka}p: : 54z

Block size (B) : m

Read write " write-through cache © Write-back cache
Priority ' High priority  Middle priority € Low priority

Figure 3.5.7.3

Select “/ Volume config / User data volume”.
Click “

Input a UDV name, choose a VG Name and input a size to be used;
decide the stripe high, block size, read/write mode and set priority,

finally click =i

Done. A UDV has been created.
Do one more to create another UDV.



= ATTACH LUH & SHAPSHOT = CRERTE L] DELETE

Size R Snapshot| ¥G | C¥
[ No. |Name (B Status 1 2 |34 .y RAID  XLUN (M) name | (MB)
UDW- Z @
r 1 | Rrg-1 | 2984 & oowme " M RAID | o/0 Il | . 100
B g = K : i
LDy- Z H
2 | ps.p (10944 WE | HI RAID o/0 Il | o
r TP OMLINE 1| |o1s o 100
0 g @ i = e

Figure 3.5.7.4

(Figure 3.5.7.4: Create UDVs named “UDV-R5-1" and “UDV-R5-2", related to “VG-R5",
the size of “UDV-R5-1" is 9984MB (it's multiple of base stripe height, so the number
may not be the same as the setting size.), the size of “UDV-R5-2" is 10944MB. The
status of these UDVs are online, write back, high priority with cache volume 100MB.
“UDV-R5-2" is initialing about 91%. There is no LUN attached.)

Step 3: Attach LUN to UDV.

There are 2 methods to attach LUN to UDV.

1. In*“/Volume config / User data volume”, press ML
2. In*/Volume config / Logical unit”, press “

The following screen will be shown, please follow the procedures:

uDW |uDw-RE-1 {9984mB) =]
Bus : I- 0 - vI
SCSIID -0- |E

-
=
=

'
o]
'
4

EZIE
Figure 3.5.7.5



1. Selecta UDV.
2. Choose Bus ID, SCSI ID and LUN to attach, then click
3. Done.

4. Do one more to attach another UDV.

:.:. ATTAHACH :-:- CETACH

I Bus SCSI ID LU UDY¥ name
| ] ] ] Uov-RS5-1
- 1 z 1] UD-R5-2

Figure 3.5.7.6(Figure 3.5.7.6: UDV-R5-1 is attached to Bus 0, SCSI ID 0, and LUN 0.UDV-
R5-2 is attached to Bus 1, SCSI ID 2, and LUN 0.)

Caution
Be careful to avoid conflicts between SCSI ID at the same

SCSI bus.

Step 4: Set global spare disk.
To set global spare disks, please follow the procedures.

1. Select“/ Volume config / Physical disk”.
2. Select the free disk(s) by clicking the checkbox of the row, then click
¢ “to set as global spares.

3. Thereis a “GS” icon shown up at status 1 column.



I- SE'EI:,“t o TI m = GLOBAL SPARES » DEDICATED SPARES

Size ¥G
I Slot WWHN (ME) e Status 1 2
| 1E8 20030013780000d3 7EO63 WiG-RS @oooo | HY
RO
| zEx 207e0013780000d5 TEOGE3 YiG-RE ©Oeoon |
RD
(] - | 20060013780000d3 7EOG3 WiG-RS ©oooo |
RD
|« /El 207d0013780000d5 76063 WiE-RE Ooooe |
RD
| sEl 20070013780000d3 FEO63 iDEooe
[z B DT

Figure 3.5.7.7

(Figure 3.5.7.7: Slot 5 has been set as global spare disk.)
Step 5: Done. They can be used as SCSI disks.
Delete UDVs, VG, please follow the steps.

Step 6: Detach LUN from UDV.

In “/Volume config / Logical unit”,

Lt ATTACH = DETARCH

[ Bus SCSI ID LUM UDY¥ name
I ] 0 ] Uonv-R5-1
v 1 z 1] U -R5-2

Figure 3.5.7.8

1. Select UDVs by clicking the checkbox of the row, then click

; ". There will pop up a confirm page.
2. Choose “OK”.
3. Done.



Step 7: Delete UDV (User Data Volume).
To delete the user data volume, please follow the procedures:

Select “/ Volume config / User data volume”.
Select UDVs by clicking the checkbox of the row.

Click “ “. There will pop up a confirm page.
Choose “OK”.
Done. The UDVs have been deleted.

R0 N~

Ny Tips
:% When deleting UDV, the attach LUN(s) related to this UDV will

.

be detached automatically.

Step 8: Delete VG (Volume Group).
To delete the volume group, please follow the procedures:

1. Select “/ Volume config / Volume group”.
Select a VG by clicking the checkbox of the row, make sure that
there is no UDV on this VG, or the UDV(s) on this VG must be
deleted first.

Click “ “. There will pop up a confirm page.
Choose “OK”
Done. The VG has been deleted.

s w

Tips
The action of deleting one VG will succeed only when all of the

related UDV(s) are empty in this VG. Otherwise, it will have an
error when deleting this VG.




Step 9: Free global spare disk.
To set global spare disks, please follow the procedures.

1. Select “/ Volume config / Physical disk”.
Select the global spare disk by clicking the checkbox of the row,

then click “ “to free disk.

Step 10: Done, all volumes have been deleted.

« Example 2

Example 2 is to create two UDVs in one VG. One UDV shares global cache
volume, the other uses dedicated cache volume. First, dedicated cache
volume should be created; it can be used in creating UDV. The last, delete
them.

Each UDV will be associated with one specific CV (cache volume) to execute
the data transaction. Each CV could own the different cache memory size. If
there is no special request in UDVs, it will use global cache volume. Or it can
be created a dedicated cache for indivifual UDV manually. Using dedicated
cache volume, the performance would not be affected when the other UDV is
excuting data access.

The total cache size will depends on the RAM size and set all to global cache.
To create a dedicated cache volume, first step is to cut down global cache
size and remain to dedicated. Please follow the procedures.

Step 1: Create dedicated cache volume.

s CRERATE = DELETE

| Mo. Size [(MB) UD¥ name
| 1/Ea 40 B Global
r e =0 [l (Ernpty)

Free : 40 [MB]

Figure 3.5.7.9



—

Select “/ Volume config / Cache volume”.
2. If there is no free space for creating a new dedicated cache volume,
cut down the global cache size first by clicking the blue square

button “BE¥” in the size column. After resized, click “ BTN - to
return to cache volume page.

3. Click* “ to enter the setup page.
4. Fillin the size and click * »
5

Done. A new dedicated cache vqume. has been set.

Tips
The minimum size of global cache volume is 40MB. The

minimum size of dedicated cache volume is 20MB.

Step 2: Create VG (Volume Group).
Please refer to Step 1 of Example 1 to create VG.
Step 3: Create UDV (User Data Volume).

Please refer to Step 2 of Example 1 to create UDV. To create a data user
volume with dedicated cache volume, please follow the procedures.

Marne : DW-R5-2

MG name : Im

CW Mo, |Dedicated { 20 MB ) =]

I:f,l%p}afit‘f 11000

Stripe height

(KE.}p: : EagM

Block size (B) : m

Read/MWrite : € write-through cache & Write-back cache
Priarity ¥ High priority © Middle priority € Low priority

Figure 3.5.7.10



. Select “/ Volume config / User data volume”.
2. Click « ENSEEIEN -

3. Input a UDV name, choose a VG Name, select Dedicated cache
which is created at Step 1, and input a size to be used; decide the
stripe height, block size, read/write mode and set priority, finally
click *

4. Done. A UDV using dedicated cache has been created.

= ATTACH LUH & SHAPSHOT = CRERTE L] DELETE

M| No. |Name| %28 Gtatus | 1 | 2 |34 Snapshot| ¥G | C¥

(B o | RAIDFLUN e name | (M)
LDy -
r 1 | Rrg-1 | 2984 & onie =L RAID | o/0 Il | . .
By = & : i
LDy -
m CoRT2 T e w W o] [17ee| REIRD| o | %° B 20
B o = o : e

Figure 3.5.7.11

(Figure 3.5.6.11: UDV named “UDV-R5-1" uses global cache volume 40MB, and “UDV-
R5-2" uses dedicated cache volume 20MB. “UDV-R5-2" is initialing about 17%.)

EE CRERATE EE DELETE

- MNo. Size (MB) UDY¥ name
| 1/El 40 I8 Global
| zEa 20 BN UDW-RS5-2

Free : 40 [MB]

Figure 3.5.7.12

(Figure 3.5.6.12: In “/ Volume config / Cache volume”, UDV named “UDV-R5-2" uses
dedicated cache volume 20MB.)

Step 4: Attach LUN to UDV.



Please refer to Step 3 of Example 1 to attach LUN.
Step 5: Set dedicated spare disk.
To set dedicated spare disks, please follow the procedures:

1. Select“/ Volume config / Physical disk”.
2. Select a VG from the list box, then select the free disk(s), click

“ ” to set as dedicated spare for the selected VG.
3. Thereis a “DS” icon shown up at status 1 column.

~Select - = BT
Size ¥YG

I Slot WWHN (ME) e Status 1 2

| 1/E8 20030013780000d3 7EO63 WiG-RE (%) sooo %

| zEa 207e0013780000d8 TEOGE3 WiG-RE (3 sooo %

(] - | 2006001378000043 TEO6E3 WiG-RE &) sooo %

|« /El 207d0013780000d5 7EOES WiG-RE (&) zooo %

| =Ea 20070013780000d3 76063 WiG-RS @sooo b5
[z B DT

Figure 3.5.7.13 (Figure 3.5.7.13: Slot 5 has been set as dedicated spare disk of VG
named “VG-R5".)

Step 6: Done. They can be used as SCSI disks.
Delete UDVs, VG, please follow the steps.

Step 7: Detach LUN from UDV.

Please refer to Step 6 of Example 1 to detach LUN.
Step 8: Delete UDV (User Data Volume).

Please refer to Step 7 of Example 1 to delete UDV.
Step 9: Delete VG (User Data Volume).

Please refer to Step 8 of Example 1 to delete VG.



Step 10: Free dedicated spare disk.
To set dedicated spare disks, please follow the procedures:

1. Select “/ Volume config / Physical disk”.
Select the dedicated spare disk by clicking the checkbox of the row,
then click “ “ to free disk.

Step 11: Delete dedicated cache volume.
To delete the cache volume, please follow the procedures:

Select “/ Volume config / Cache volume”.
Select a CV by clicking the checkbox of the row.

Click “ “. There will pop up a confirm page.
Choose “OK”.
Done. The CV has been deleted.

aORW M=

Caution
A Global cache volume cannot be deleted.

Step 12: Done, all volumes have been deleted.
5.9 Enclosure management

“Enclosure management” function allows managing enclosure information
including “ SAF-TE config”, “Voltage & Temperature”, “S.M.A.R.T.” and
“UPS” functions.
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Enclosure management

SAF-TE config SAF-TE settings on SC5I bus
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Figure 3.6.1

6.0 SAF-TE configuration

SAF-TE represents SCSI Accessed Fault-Tolerant Enclosures, one of the
enclosure management standards. Enter “ SAF-TE config” function can
enable or disable the management of SAF-TE from buses.

EHRABLE td DISABELE

| Bus SCSI ID LUMN uUDyY name
O 0 15 0 [(SAFTE)
| (SAFTE Disabled)

Figure 3.6.1.1

(Figure 3.6.1.1: Enable SAF-TE in Bus 0, SCSI ID 15, and LUN 0.)
The SAF-TE client software is available at the following web site:

safte-monitor: http://oss.metaparadigm.com/safte-monitor/
SANtools: http://www.santools.com/



http://oss.metaparadigm.com/safte-monitor/
http://www.santools.com/

6.1 Voltage and Temperature

Enter “Voltage & Temperature” function to view the information of current
voltage and temperature.

Item Information
+1.354: +1.38 % {min=+1.31 ¥, max = +1.43 W)
+3.3: +344 W (min = +3.10 ¥, max = +3.55
+54" +4.95 Y {min = +4.80 Y, max = +5.25
+124; +12.38 V fmin = +11.40 ¥, max = +12.80 ¥)
+2.54: +2.61 %W imin = +2.45 ¥, max = +2.70 W)
Core Processar: +40.0 (Ch (hyst = +0.0 (C), high = +70.0 {1
Location 1: +38.5 (Ch (hyst = +0.0 (C), high = +60.0 (1
Location 2: +33.0 (Ch (hyst = +0.0 (), high = +65.0 {C))
Auto shutdown v

Figure 3.6.2.1 (for S50C/S100C)

Item Information
+1.54: +1.54 ¥ {min = +1.44 ¥, max = +1.63 V)
+3.3 +3.31 % (min = +3.10 ¥, max = +3.55 V)
+54 +5.14 % {min = +4.70 Y, max = +5.35 V)
+124: +12.27 W {min = +11.40 %, max = +12.50 W)
+2.5W +2.59 % (min = +2.45 Y, max = +2.75 V)
PZU +5W{Backplane): +5.14 W {min = +4.70 ¥, max = +5.35 V)
PS +12vi{Backplane): +12.23 W {min = +11.40 %, max = +12.30 V)
PEU +3.3W(Backplane); +3.34 % (min = +3.10 ¥, max = +3.55 V)
Daughter Board: +54.0 (C) (hyst = +0.0 (C), high = +70.0 {Ch
PCI-% BRG: +37.0 (C) (hyst = +0.0 (), high = +70.0 ()
Core Processar: +50.0 (C) (hyst = +0.0 (C), high = +75.0 {Ch
Location 1{Backplane): +38.0 (23 (hyst = +0.0 (Z), high = +45.0 {C))
Location 2{Backplane): +36.5 (2 (hyst = +0.0 (Y, high = +45.0 {C))
Location 3({Backplane): +40.5 (C) (hyst = +0.0 (C), high = +45.0 {C)
PsUL (Backplane): good
P=UZ (Backplane): good
FaMil{Backplane): qood
FamMz(Backplane): good
Famn3{Backplane): good
Auto shutdown v

Figure 3.6.2.2 (for S60C/S120C)



If “Auto shutdown” has been checked, the system will shutdown
automatically when voltage or temperature is out of the normal range.

6.2 Hard drive S.M.A.R.T. function support

S.M.A.R.T. (Self-Monitoring Analysis and Reporting Technology) is a
diagnostic method for hard drives to give advanced warning of drive failures.
Administrators wanted to know in advance if a hard drive was going to fail,
because this gave them the opportunity to take steps to protect their data.

S.M.A.R.T. measures many attributes of the hard drives over time and those
hard drives can be decided if they are moving out of tolerance. Knowing that
each hard drive is going to fail and doing something about it, is infinitely better
than having one crash in the middle of writing data. Backing up hard drive and
possibly replacing it are far better options than rebuilding a failed drive.

Enter “S.M.A.R.T.” function will display S.M.A.R.T. information of hard drives.
The number is the current value; the number in parenthesis is the threshold
value.

The threshold value of every hard drive vendors are different, please refer to
vendors for details.

Read Spin Reallocated Seek| Spin Calibration | Temperature

Slot  |error up sector error| up retries (C) Status
rate time count rate retries
| ) @] 220040 | p) | sy | 100050 S A
2| ) |eny| 199040 | (g | sy | 200G O b
|G |eny 19700 |Gy | (s | 200D 31 O
4|0 || 200040 | G | sy | 10005 - ©mece
; {2501% (12615} 198(140) (25D1E|} {1501% — 35 ©mae
6 |G |@eny| 19040 | G5 | sy | 100D . ©mee
G |en| 20040 | (55 | sy | 006D S b
5 | Gn |eny) 20090 |Gy | sy | 100D . O

Figure 3.6.3.1



6.3 UPS Support Overview

Enter “UPS” function will set UPS (Uninterruptible Power Supply).

UPS Type Im
Shutdown Battery Lewvel (%) @ Iﬁ
Shutdown Delay (=) : Iﬂ
Shutdown UPS : IE

=tatus .

Baattery Level (%)

Figure 3.6.4.1

Currently, the system only support and communicate with smart-UPS function
of APC (American Power Conversion Corp.) For UPS, Please take reference
from http://www.apc.com/.

First, interconnect via RS-232 cable between the system and UPS in order
that the system can communicate with APC UPS. Then set up the shutdown
values when the power is broken. UPS of other vendors can work fine, but
they have no such function.


http://www.apc.com/

6.4 UPS Support Overview - Continued

UPS Type

Select UPS Type. Choose Smart-UPS
for APC, None for other vendors or no
UPS.

Shutdown Battery Level (%)

When below the setting level, the system
will issue shutdown. Setting level to “0”
will be disabled.

Shutdown Delay (s)

If power failure occurred, and not return
back in the setting value period, the
system will issue shutdown. Setting
delay to “0” will be disabled.

Shutdown UPS

Select ON, when power is broken, UPS
will shutdown by itself after the system
shutdown successfully. After power
comes back, UPS will start working and
notify system to boot up. OFF will not.

Status

The status of UPS.
“Detecting...”

“Running”

“Unable to detect UPS”
“Communication lost”

“UPS reboot in progress”
“UPS shutdown in progress”

“Batteries failed. Please change them
NOow!”

Battery Level (%)

Current percentage of battery level.




6.5 System maintenance

“Maintenance” function allows operation of the system functions including
‘Upgrade” to the latest firmware, “Info” to show the system version and
“Shutdown” to either reboot or shutdown the system.

|
| =
i -]

Maintenance

Upgrade Fermote upload firmware
""""""""""""""""
"""""""""""
Figure 3.7.1
6.6 Upgrade

Enter “Upgrade” function to upgrade firmware. Please prepare new firmware
file named “xxxx.bin” in local hard drive, then press «_Bove |t select the

file. Click “ Lo ", it will start to upgrade firmware.

Browse the firmware to upgrade: I Buowse... |
[ »__conFien |

Figure 3.7.1.1

When upgrading, there is a progress bar running. After finished upgrading, the
system must reboot manually.



6.7 Info

Enter “Info” function will display firmware version.

6.8 Shutdown

Enter “Shutdown” function; it will display “REBOOT” and “ SHUTDOWN”
buttons. Before power off, it's better to press “SHUTDOWN?” to flush the data
from cache to physical disks.

. REBOOT - SHUTDOWR

Figure 3.7.3.1

6.9 Logout

For security reason, “Logout” function will allow logout while none is
operating the system. Re-login the system by entering username and
password.



Chapter 4 Advanced operation

7.0 Rebuild

If one physical disk of the VG which sets to protected RAID level (e.g.: RAID 3
or RAID 5) is FAILED or has been plugged out, the VG becomes degrade
mode, then the system will detect spare disk to rebuild the degrade VG to a
complete one. It will detect dedicated spare as rebuild disk first, then global
spare.

In degrade mode, the status of VG will display “DG”.
When rebuilding, the status of PD/VG/UDV will display “R”; and “R%” in

UDV will display the ratio in percentage. After complete rebuilding, “R” and
“DG” will disappear. VG will become complete one.

Tips

The list box will disappear if there is no VG or only VG of RAID
0, JBOD. Because these RAID level cannot be set dedicated
spare disk.

Caution

The system will not rebuild when the physical disk plug out and
insert into the same slot because of protecting the data in new
inserted disk. The physical disk must be set to FREE and
SPARE disk, then the system will start to rebuild.

Sometimes, rebuild is called recover; these two have the same meaning. The
following table is the relationship between RAID levels and rebuild.

System buzzer

The system buzzer features are describing on the following:
1. The system buzzer will alarm 3 seconds when system boots up
successfully.
2. The system buzzer will alarm continuously when there are error level
events happened in the system. The alarm will be stopped after pressing
mute.



RAID 0 Disk striping. No protection. VG will fail if any hard drive fails
or plugs out.

RAID 1 Disk mirroring over 2 disks. RAID 1 allows one hard drive fails
or plugs out. Need one new hard drive to insert and rebuild to
complete.

N-way Extension to RAID 1 level. It has N copies of the disk. N-way

mirror mirror allows N-1 hard drives fail or plug out.

RAID 3 Striping with parity on the dedicated disk. RAID 3 allows one
hard drive fails or plugs out.

RAID 5 Striping with interspersed parity over the member disks. RAID
5 allows one hard drive fails or plugs out.

RAID 6 2-dimensional parity protection over the member disks. RAID
6 allows two hard drives fail or plug out. If it needs to rebuild
two hard drives at the same time, it will rebuild the first one,
then the other, by sequence.

RAID 0+1 Mirroring of the member RAID 0 volumes. RAID 0+1 allows
two hard drives fail or plug out, but at the same array.

RAID 10 Striping over the member RAID 1 volumes. RAID 10 allows
two hard drives fail or plug out, but at the different array.

RAID 30 Striping over the member RAID 3 volumes. RAID 30 allows
two hard drives fail or plug out, but at the different array.

RAID 50 Striping over the member RAID 5 volumes. RAID 50 allows
two hard drives fail or plug out, but at the different array.

RAID 60 Striping over the member RAID 6 volumes. RAID 40 allows
four hard drives fail or plug out, but each two at the different
array.

JBOD The abbreviation of “Just a Bunch Of Disks”. No protection.

VG will fail if any hard drive fails or plugs out.




7.1 VG migration and expansion

To migrate the RAID level, please follow the procedures. If migrate to the
same RAID level of the original VG, it is called expansion.

1. Select“/ Volume config / Volume group”.

2. Decide which VG to be migrated, click the blue square button
in the RAID column next the RAID level.

3. Change the RAID level by clicking the down arrow mark
«[Ra105 1" There will be a pup-up shows if the HDD is not
enough to support the new setting RAID level, click “ " to
increase hard drives, then click “ BTN to go back to setup
page.

4. Double check the setting of RAID level and RAID PD slot. If no
problem, click “ ™

5. Finally a confirm page is shown with detail RAID info. If no problem,
click « EMEIEIIN « ) gtart migration.

6. Migration starts and it can be seen from the “status 3” of a VG with a
running square and an “M”. In “/ Volume config / User data
volume”, it will display a “M” in “Status 4” and complete
percentage of migration in “R%".

MNarme : Viz-RO

RAID Level : IRF'.ID 5 vI

RAID PD slot ;123

Figure 4.2.1

s CRERATE = DELETE

Total | Free

(ME) (ME] #PD | #UDY | Status |1 2|3 RAID

MNo. Hame

1Bl |ve-ro Bl 152084 |S52096| 3 1 Bh onime Ol rore s B2

Figure 4.2.2



(Figure 4.2.2: A RAID 0 with 2 physical disks migrates to RAID 5 with 3 physical disks.)

# ATTACH LUK O SHMAPSHOT el CREATE " DELETE

Size R Snapshot ¥G | C¥
[ Mo. Name (ME) Status | 1 2 34|, |RAID #LUN (ME) name | (ME)
LD o | [H
1 ro | #9963 B | RAID oo IR | .
e TR ONLINE M| 1% 1 40
m = K& ? R

Figure 4.2.3

(Figure 4.2.3: A RAID 0 migrates to RAID 5, complete percentage is 1%.)

Tips

Executing migration/expansion, the total size of VG must be
larger or equal to the original VG. It does not allow expanding
the same RAID level with the same hard disks of original VG.

Caution
VG Migration cannot be executed during rebuild or UDV
extension.

7.2 UDV Extension

To extend UDV size, please follow the procedures.

1. Select“/ Volume config / User data volume”.

2. Decide which UDV to be extended, click the blue square button
“B®” in the Size column next the number.

3. Change the size. The size must larger than the original, then click
“ “ to start extension.

4. Extension starts. If UDV needs initialized, it will display an “I” in
“Status 3” and complete percentage of initialization in “ R%”.



Size 110000

Free 52096 (MB)

Figure 4.3.1

*» ATTACH LUM O SHAPSHOT EEl CRERTE EEl DELETE

Size R Snapshot| ¥G | C¥
| Mo, |Mame (ME] Status 1 2 3|4 o RAID | #LUM (ME] name | (MB]
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Figure 4.3.2

(Figure 4.3.2: Extend UDV-RO0 from 99968MB to 109952MB (It's multiple of base stripe
height, so the number may be less than the setting size.)

Tips
“  The size of UDV extension must be larger than original.

Caution
UDV extension cannot be executed during rebuild or migration.

7.3 Snapshot/Rollback (optional)

Snapshot function will freeze the data at the moment while taking snapshot.
When executing snapshot, it will become a new snap UDV, which can be
attached a LUN then use it as a disk. Rollback function can return the whole
data back to the time taking snapshot in order to avoid virus intrusion or files
deletion by accident. Snapshot uses the same disk space of associated VG,



we suggest to leave 20% of VG size or more for snapshot space. Please refer
to Figure 4.4.1 for snapshot concept.

Qsan 5 or P serias (Qsan 5 or P series | (Qsan 5 or P series
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200 PM et 71 B P 240 PM
Figure 4.4.1

Caution
Snapshot/rollback features need 512MB RAM or more. Please

refer to a certification list for RAM in Appendix A.

7.4 Create snapshot volume

To take a snapshot of the data, please follow the procedures.

1. Select “/ Volume config / User data volume”.
2. Choose a UDV to execute the snapshot by clicking the blue square

button “EH” in the « Snapshot (MB)” column, it will direct to a setup
page.

3. Set up the size for executing snapshot. The size is suggested to be
20% of UDV size or more, then click “ M« it il go back to
the UDV page and the size will be shown in snapshot column. It
may not be the same as the number entered because some space
is reserved for snapshot internal usage. There will be 2 numbers in
“Snapshot (MB)” column. These numbers mean “Free snapshot
space” and “Total snapshot space”.



4. Choose a UDV by clicking the checkbox of the row and then click
5. Asnap UDV is created with the date and time taken snapshot of the
chosen UDV.
6. Attach LUN to UDV, please refer to section 3.5.6 for more detail.
7. Done. It can be used as a disk.
Size R Snapshot ¥G C¥
| No. [Mame (M) Status 1 2 (3|4 o, RAID | #LUN (MIE) name | (MB]
LD- 2  H
- 1 Ro | 109952 I RAID| | 2495624957 | -
B g = M - | 0 E RO
LS~
11410
2 F.- 109952
RAID : : Wi5-
| B 1207 B g OMLINE % H 5 a le D <lo rp | 80
=

Figure4.4.1.1

(Figure 4.4.1.1: No.1 is a RAID 0 UDV. Set snapshot space to 24957MB. And now its
space is free to snapshot. No.2 is a snap UDV taken on 11/10 18:02:46.)

Snapshot has some constraints as described in the following:

1.
2.

O Rw

Minimum RAM size of enabling snapshot function is 512MB.

For performance concern, saving data of taking snapshots are
incremental. For example: three snapshots have been taken and
created as name “snap1’(first), “snap2” and “snap3”(last). When
deleting “snap2”, both of “snap1” and “snap2” will be deleted
because “snap1” are related to “snap2”.

For resource concern, the max number of snapshots is 32.

If snapshot space is full, snap UDV will fail.

Snap UDV cannot be migrated, when executing migration of related
VG, snap UDV will fail.

Snap UDV cannot be extended.



7.5 Auto snapshot

The snapshot copies can be taken manually or by schedule such as hourly
and daily. Please follow the procedures.

1.
2.

3.

Select “/ Volume config / User data volume”.

Create a snapshot space. Please refer to section 4.4.1 for more
detail.

Click “I=1 " in “Snapshot (MB)” column to set auto snapshot.

The auto snapshot can be set at the period of weekly, daily, or
hourly. Select the number means how many snapshot copies which
will be kept. “Hours to take snapshots” function only enable when
selecting “Number of hourly snapshots”. Last, click

Done. It will take snapshots automatically.

Murnber of weekly snapshots I- 0- *I
Murnber of daily snapshots : I- 0- *I
Murmber of hourly snapshots ; I g - *I

WV 20
Moo Mo Foz Fos
Vo4 MWos Woe WMoy

Hours to take snapshots FozFao:WFio Wi

Viz: Wiz Wi4 W is
Mic ¥ 17 Bz ¥ 19
Voo Wz Waos W

Figure 4.4.2.1

(Figure 4.4.2.1: It will take snapshots every hour, and keep the last 8 snapshot copies.)

—

.

\‘/

Tips

= 7 Daily snapshot will be taken at every 00:00. Weekly snapshot

will be taken on every Monday 00:00.




7.6 Rollback

The data in snapshot UDV can rollback to original UDV. Please follow the
procedures.

1. Select“/ Volume config / User data volume”.

2. Take one or more snapshots. Please refer to section 4.4.1 for more
detail.

3. Click “E&” in “Snapshot (MB)” column to rollback the data, which
is at the time of taking snapshot.

Rollback function has some constraints as described in the following:

1. Minimum RAM size of enabling rollback function is 512MB.

When executing rollback, the original UDV cannot be accessed for a
while. At this time, transfer connections from original UDV to snap
UDV, and then start rollback.

3. During rollback data from snap UDV to original UDV, the original
UDV can be accessed and the data in it shown just like finished
rollback. At the same time, the other related snap UDV(s) will not be
accessed.

4. After rollback process finished, the other related snap UDV(s) will be
deleted, and snapshot space will be set to 0.

Caution
Before executing rollback, it is better to dismount file system for

flushing data from cache to disks in OS.

7.7 Disk roaming



Physical disks can be re-sequenced in the same system or move whole
physical disks from system-1 to system-2. This is called disk roaming. Disk
roaming has some constraints as described in the following:

1. Check the firmware of two systems first. It's better that both have
same firmware version or newer.

2. Whole physical disks of related VG should be moved from system-1
to system-2. The configuration of both VG and UDV will be kept but
LUN configuration will be cleared to avoid conflict with system-2.

The End
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